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3.1 Introduction

Emerging technologies in the areas of electronics and energy storage require the design of next-generation dielectric-component materials with well-defined structure and properties with higher performance under voltage and temperature. Polymers filled with inorganic nanoparticles are potential...
candidates for breakthrough advances, since they enable the integration of constituents with desirable properties, particularly when hierarchically structuring the filler phase. However, implementation of highly innovative material elements necessitates the fundamental understanding of each element’s properties and interactions at the nanoscale and, further, how those are manifested in the macroscopic performance of the nanocomposites. Dielectric spectroscopy, coupled with performance measurements, is crucial in quantifying such properties and unveiling the molecular-level interdependencies and their correlations with device performances.

The chapter summarizes recent studies on the nanostructure–property interdependencies in tailored/structured polymer nanocomposites, and underlines the nanoscale principles leading to the design and synthesis of high-performance nanomaterials for energy storage applications. In principle, inorganic materials of high permittivity combined with polymers of high breakdown strength should improve the energy storage capacity, as energy density is directly proportional to permittivity and the square of the highest applied electric field. This is not always the case, and real composites rarely exhibit a behavior that is a straight-forward addition of filler and matrix response. The main drawbacks in such composite approaches most often relate to the polymer–filler interfaces, in particular, when these interfaces are characterized by properties adverse to the desired macroscopic behavior. With increasing filler surface area, and depending on the polymer–filler interactions, the presence of such interfaces can govern the macroscopic properties of the composite and also determine properties such as the dielectric breakdown strength. The research work in this chapter provides clues on the mitigation of such detrimental effects, which are commonly responsible for the poor dielectric performance of the composites. Three key factors are emphasized for synthesizing multifunctional nanocomposites:

1. **Nanoparticle functionality**: The uniform and controlled dispersion of the inorganic fillers is a challenge in the fabrication of nanocomposites. The fundamental thermodynamics of mixing for polymers and nanofillers are described through a balance of entropic and enthalpic factors. Two fabrication routes are presented: (a) functionalization of the particle surface in order to tailor the polymer/particle interfacial interactions and (b) in situ nucleation of nanoparticles in a polymer solution. The polymer dynamics (relaxations) in the vicinity of the nanoscale boundaries are investigated by means of dielectric relaxation spectroscopy (DRS). Of particular interest is when the size of the particles (~5 nm) is comparable to the length-scale of the polymer conformations.

2. **Self-assembly of desired nanostructures**: The mismatch in the permittivity and conductivity between the organic and the inorganic phases generates concentration in the local electric field that may lead to premature electrical failure of the nanodielectric. Self-assembled structures of fillers with different dielectric properties can be employed
to grade the local electric field and, thus, increase the energy density of the composites. We functionalized and covalently bonded two different inorganic constituents to yield a combined filler that has a thermodynamically favorable dispersion and a capability to covalently bond to the polymer matrix. In this section, we summarize our results on the dynamical behavior of the polymer phase, including those polymers adsorbed on filler surfaces or confined in between fillers. The dynamics of the polymer phase relaxing at the inorganic interfaces is correlated with the macroscopic polarization of the composites under nonlinear electric fields.

3. Hierarchical nanostructures: Nanocomposites with controlled spatial distribution of fillers are, arguably, the most promising route to optimize macroscopic response. Such nanocomposites, with fillers structured appropriately over the various length scales, can be synthesized using anisotropic dielectrophoretic assembly or flow/stress-gradient induced alignment techniques. The orientation of the fillers is quantitatively analyzed in terms of Hermans orientation factors by employing two-dimensional x-ray diffraction measurements. We emphasize on the important role of conductivity, complex permittivity, and, particularly, local cluster distribution and relative orientation in controlling high-field dielectric behavior. It is shown that filler alignment can be used to markedly improve the high electric-field breakdown strength and, consequently, the recoverable energy density.

A wide range of materials are investigated to gain insights into the generally applicable mechanisms that control the dielectric breakdown strength and the nonlinear conduction, namely, thermoset (epoxy, polydimethylsiloxane) and thermoplastic (polyethylene, polyurethane) polymers are studied, reinforced by model inorganic nanofillers such as barium titanate, titanium dioxide, and montmorillonite. In the following sections, we present a brief introduction to the dielectric spectroscopy and analysis tools. The remainder of the chapter focuses on the fundamental interrelationships between the nanoscale dielectric properties and the macroscopic properties of the nanocomposites with an emphasis on the dielectric breakdown strength.

3.2 Broadband Dielectric Relaxation Spectroscopy

3.2.1 Dielectric Relaxations

DRS is a dynamic technique quantifying the molecular dynamics and conductivity processes in dielectric (insulating or semiconducting) materials due to their interaction with electromagnetic fields. In a linear system,
when an external ac electric field is applied to a dielectric medium with permanent dipole moments, the complex dielectric function \( \epsilon^*(\omega) = \epsilon'(\omega) - i\epsilon''(\omega) \) is associated with the correlation function \( \Phi(t) \) of the polarization fluctuations [1–3]

\[
\frac{\epsilon^*(\omega) - \epsilon_\infty}{\epsilon_s - \epsilon_\infty} = \int_0^\infty \frac{-d\Phi(t)}{dt} \exp(-i\omega t) \tag{3.1}
\]

where

\[
\Phi(t) = \frac{\langle \Delta P(t) \Delta P(0) \rangle}{\langle \Delta P(0)^2 \rangle} \tag{3.2}
\]

The angular brackets denote a statistical ensemble average of the fluctuation of the polarization \( P \) around its equilibrium value; \( \omega = 2\pi f \) stands for the angular frequency and \( \epsilon_s, \epsilon_\infty \) are the low- and high-frequency limits of the real part of permittivity. Dielectric measurements can be performed either in the frequency domain (i.e., the sample is excited/polarized by an external sinusoidal electric field and the complex impedance, \( Z(\omega) \), is measured) or in the time domain (i.e., the sample is subjected to a step-function voltage and the dielectric functions are derived from the reflection and transmission coefficients). As an example, the correlation function \( \Phi(t) \) can describe the decay of electric polarization when an external electric field is removed from a dielectric material. For a single relaxation time \( \tau \) (i.e., identical non-interacting dipoles), \( \Phi(t) \) is an exponential of the form \( \exp(-t/\tau) \) and the dielectric dispersion (Debye) is obtained from Equation 3.1

\[
\frac{\epsilon^*(\omega) - \epsilon_\infty}{\epsilon_s - \epsilon_\infty} = \frac{1}{1 + i\omega\tau} \tag{3.3}
\]

where the real and imaginary parts are, respectively,

\[
\epsilon'(\omega) = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + \omega^2 \tau^2} \tag{3.4}
\]

\[
\epsilon''(\omega) = \frac{\epsilon_s - \epsilon_\infty}{1 + \omega^2 \tau^2} \omega \tau \tag{3.5}
\]

The correlation function for materials with dipole groups of different reorientation polarization will decay in multiple steps giving rise to several relaxation processes. Moreover, heterogeneous systems or systems with strongly interacting dipoles, such as polymers and polymer composites, are
described by the Kohlrausch–Williams–Watts (KWW) function (stretched exponential)

$$\Phi(t)=\exp\left[-\left(\frac{t}{\tau_{\text{KWW}}}\right)^{\beta_{\text{KWW}}}\right], \quad 0<\beta_{\text{KWW}} \leq 1$$

(3.6)

that leads to broad and asymmetric distribution of relaxation times. Analysis of the dielectric dispersions can quantify the dynamic parameters associated with the material’s structure in the molecular level and specifically (1) the dielectric relaxation strength ($\Delta\varepsilon=\varepsilon_s-\varepsilon_\infty$), which is a measure of the orientation polarization and can be expressed in terms of the dipole number density and mean square dipole moment; (2) the time scale and activation energy of relaxations arising either from the rotational motion of polar chain segments or from cooperative reorientations associated with the glass transition; (3) the distribution of relaxation times and their correlation with intra- and intermolecular interactions; (4) the ac and dc conductivity values, activation energy, and length-scale of the translational diffusion of mobile ions.

DRS supplements other dynamic techniques such as mechanical spectroscopy, nuclear magnetic resonance, neutron and light scattering; however, the main advantage of dielectric spectroscopy is its ability to follow relaxation processes over an extremely wide range of characteristic times ($10^5$–$10^{-12}$ s). The following sections present the fundamental concepts of the mathematical formalisms and analysis tools used herein for the interpretations of our experimental results.

3.2.2 Dielectric Formalisms

3.2.2.1 Permittivity Formalism

A superposition of Havriliak–Negami (HN) expressions [1,4–7] was employed for the analysis of the complex permittivity function

$$\varepsilon^*(\omega)=\varepsilon_\infty + \sum_{i=1}^{n} \frac{\Delta\varepsilon_i}{1+(i\omega\tau_{0,i})^{1-\alpha_i}}$$

(3.7)

Least-square fitting to the experimental data was carried out by sharing the common parameters $\Delta\varepsilon_i$, $\tau_{0,i}$, $\alpha_i$, $\beta_i$ in the real

$$\varepsilon^r(\omega)=\sum_{i=1}^{n} \Delta\varepsilon_i \frac{\cos(\beta_i\phi_i)}{\left[1+2(\omega\tau_{0,i})^{1-\alpha_i} \sin\left(\frac{\alpha_i\pi}{2}\right)+\omega^2\tau_{0,i}^{2(1-\alpha_i)}\right]^{\beta_i/2}}$$

(3.8)
and imaginary part

$$\varepsilon'(\omega) = \sum_{i=1}^{n} \Delta \varepsilon_i \sin(\beta_\omega \phi_i) \left[ 1 + 2(\omega \tau_{0,i})^{1-\alpha_i} \sin\left(\frac{1}{2} \alpha_i \pi\right) + (\omega \tau_{0,i})^{2(1-\alpha_i)} \right]^{\beta_\omega / 2}$$  \hspace{1cm} (3.9)

of the complex permittivity function. A conductivity power law term \((\sigma_0/\varepsilon_0)^{\omega s}\) was added in the imaginary part (Equation 3.9) when contribution from conductivity was present in the datasets. In the earlier equations \(\alpha, \beta\) are the shape parameters defining the symmetrical and asymmetrical broadening of each mode \((0 < (1 - \alpha)\beta, s \leq 1)\). The argument \((\beta \phi)\) denotes the angle from \(\varepsilon_\infty\) to any value of the \(\varepsilon^*(\omega)\) function in a complex locus diagram \([5,8]\) \((\varepsilon''(\omega) \text{ vs. } \varepsilon'(\omega))\) where

$$\phi_i = \arctan \left[ \frac{(\omega \tau_{0,i})^{1-\alpha_i} \cos(\alpha_i \pi / 2)}{1 + (\omega \tau_{0,i})^{1-\alpha_i} \sin(\alpha_i \pi / 2)} \right]$$  \hspace{1cm} (3.10)

and \(\tau_o\) is a characteristic time that is associated to the relaxation time \(\tau_{\text{max}} (= 1/2\pi f_{\text{max}})\) of each mode by

$$\tau_{\text{max}, i} = \tau_{0,i} \left[ \sin\left[ (1 - a_i)\beta_i \pi / (2 + 2\beta_i) \right] \right]^{1/(1-\alpha_i)}$$  \hspace{1cm} (3.11)

### 3.2.2.2 Electric Modulus Formalism

The electric modulus was introduced by McCrum et al. \([2]\) and is defined as the reciprocal complex permittivity \([9–11]\)

$$M^*(\omega) = \frac{1}{\varepsilon^*(\omega)} = M'(\omega) + iM''(\omega) = \frac{\varepsilon'(\omega)}{\varepsilon''^2(\omega) + \varepsilon'^2(\omega)} + i \frac{\varepsilon''(\omega)}{\varepsilon''^2(\omega) + \varepsilon'^2(\omega)}$$  \hspace{1cm} (3.12)

It is widely used to suppress conductivity and polarization phenomena and to reveal the dipolar contributions. Macedo et al. \([12–14]\) applied this formalism to ionic conductors. The authors approached the dielectric response by an equivalent electric circuit of a parallel capacitance and conductance element configuration. The Debye type relaxation time that corresponds to this circuit (or equivalently to the diffusion of the ions in the material) is expressed as the conductivity relaxation time

$$\tau_\sigma = \frac{\varepsilon_0 \varepsilon_s}{\sigma_{dc}}, \quad E = E_0 \phi(t) = E_0 \exp\left(\frac{-t}{\tau_\sigma}\right)$$  \hspace{1cm} (3.13)
and describes the decay of the electric field, $E$, when the electric displacement vector, $D$, remains constant. In a more general case, the single relaxation time (Debye) model can be extended to a distribution of relaxation times [12].

The complex electric modulus in the frequency domain can be written as the Fourier transform of the time derivative of the electric field decay function,

$$M^*(\omega) = M_\infty \left[ 1 - \int_0^\infty -\frac{d\varphi(t)}{dt} \exp(-i\omega t) dt \right]$$  \hspace{1cm} (3.14)

In the frequency domain, a corresponding to the HN expression can be obtained in the modulus level. Tsangaris et al. [15,16] resolved the imaginary and real part for different distributions of relaxation times. A HN distribution will reduce to

$$M'(\omega) = M_\infty M_s \frac{[M_s A^\beta + (M_\infty - M_s) \cos \beta \varphi] A^\beta}{M_s^2 A^{2\beta} + 2A^\beta (M_\infty - M_s) M_s \cos \beta \varphi + (M_\infty - M_s)^2}$$  \hspace{1cm} (3.15)

and

$$M''(\omega) = M_\infty M_s \frac{[(M_\infty - M_s) \sin \beta \varphi] A^\beta}{M_s^2 A^{2\beta} + 2A^\beta (M_\infty - M_s) M_s \cos \beta \varphi + (M_\infty - M_s)^2}$$  \hspace{1cm} (3.16)

where

- $M_s = 1/\varepsilon_s$
- $M_\infty = 1/\varepsilon_\infty$

and

$$A = \left[ 1 + 2(\omega \tau_0)^{1-\alpha} \sin \left( \frac{\alpha \pi}{2} \right) + (\omega \tau_0)^{2(1-\alpha)} \right]^{1/2}$$  \hspace{1cm} (3.17)

The argument $\varphi$ and the characteristic time $\tau_0$ have similar dependencies as those in Equations 3.10 and 3.11.

### 3.2.2.3 Impedance Formalism

The conductivity processes in multiphase systems can be identified and separated in terms of the complex impedance formalism, $Z^*(\omega) = Z'(\omega) - iZ''(\omega)$, where the measured real and imaginary parts are connected with the complex permittivity and the geometric capacity of the free space ($C_0$)

$$Z^\text{meas.}(\omega) = \varepsilon''(\omega) \left( \left[ \varepsilon'^2(\omega) + \varepsilon''^2(\omega) \right] \omega C_0 \right)^{-1}$$  \hspace{1cm} (3.18)
A typical data representation is based on plots of the imaginary versus the real part, also known as Nyquist plots. In such plots, the overall measured complex impedance can be expressed as the superposition of the intrinsic impedance (bulk contribution described by semicircles) and a dispersive capacitance (constant phase element, CPE) contribution describing electrode polarization effects at low frequencies [17].

\[
Z_{\text{meas}}^{\ast}(\omega) = Z_{\text{intrinsic}}^{\ast}(\omega) + A_{\text{CPE}}(i\omega)^{-s} \quad (3.20)
\]

In the previous expression, the values of the exponent \(s\) vary between 0 and 1 for ideal resistive and capacitive behavior, respectively. The real and imaginary components of the intrinsic impedance can be fitted with analytical expressions similar to Equations 3.8 and 3.9

\[
Z_{\text{intrinsic}}^{\ast}(\omega) = R_\infty + \sum_{i=1}^{n} \frac{\Delta R_i \cos(\beta\phi_i)}{1 + 2(\omega\tau_{0,i})^{1-\alpha_i} \sin \left( \frac{1}{2} \alpha_i \pi \right) + (\omega\tau_{0,i})^{2(1-\alpha_i)}}^{\beta_i/2} \quad (3.21)
\]

\[
Z_{\text{intrinsic}}^{\ast}(\omega) = \sum_{i=1}^{n} \frac{\Delta R_i \sin(\beta\phi_i)}{1 + 2(\omega\tau_{0,i})^{1-\alpha_i} \sin \left( \frac{1}{2} \alpha_i \pi \right) + (\omega\tau_{0,i})^{2(1-\alpha_i)}}^{\beta_i/2} \quad (3.22)
\]

where

- \(R_\infty\) is the resistance at the high-frequency limit
- \(\tau_{0,i}\) and \(\Delta R_i\) are the characteristic time and the resistance values for each impedance mode, respectively

The \(\Delta R_i\) values correspond to the intersection of the extrapolated to low-frequencies semicircle and the real \(Z'\) axis. Conductivity \(\sigma\) is obtained by normalizing \(\Delta R\) values to the geometric parameters according to

\[
\sigma = (\Delta R)^{-1} \frac{d}{S} \quad (3.23)
\]

where

- \(d\) is the thickness
- \(S\) is the surface of the sample

Phenomenological models based on equivalent circuits can simulate the polarization mechanisms and the dissipative contributions due to mobile charges.
3.3 Nanoparticle Functionality

3.3.1 Segmental Dynamics and Conductivity Mechanism

Nanoparticle-filled polymers (nanodielectrics) have gained remarkable scientific attention because of their potential use in a variety of applications ranging from polymer electrolytes to electrical insulation [18–22]. In this section, we report on the correlation between the cooperative segmental dynamics and the conductivity mechanism. Presynthesized titanium dioxide (TiO₂) nanoparticles functionalized with polyethylene glycol (PEG) were dispersed in a thermoplastic polyurethane (PU) with polar soft segments [23]. The particles were approximately 10 nm in size and composites were obtained at low-weight fractions (0.42 and 0.10 wt%) to avoid the formation of pronounced aggregates.

The dynamical properties of the unfilled PU were investigated by means of DRS. Three relaxations are shown in Figure 3.1 for temperatures below room temperature. In the order of increasing temperature, the first two subglass modes, \( \gamma \) and \( \beta \), are associated with local motions of chain segments. Specifically, the \( \gamma \) process is associated with the rotation of polar groups due to the crankshaft motion of \((\text{CH}_2)_n\) sequences, whereas the \( \beta \) process is due to the orientation fluctuations of ester complexes.

![Figure 3.1](image)

**FIGURE 3.1**
Imaginary part of permittivity at several temperatures for the unfilled polyurethane matrix. The cooperative \( \alpha \) (associated with the glass transition) and the local \( \beta, \gamma \) relaxations are indicated on the plot. The lines are the best fits of Equation 3.9 to the data.
−(CH₂)₄−O(C=O)N− with participation of attached water molecules [24–29]. The segmental α relaxation at higher temperatures is positioned close to the calorimetric glass transition temperature, \( T_g \), and is attributed to dipole moment cooperative reorientations, during the glass transition of the soft segment microdomains. In the composites, this process is overlapping with a low-frequency conductivity contribution due to variations in the surface charge density of the TiO₂ [23].

Significant changes have been observed in the segmental dynamics of the composites and a comparison plot is shown in Figure 3.2. At high temperatures, the composites exhibit the same dynamical behavior as the pristine PU. However, upon temperature decreasing toward the glass transition temperature, the segmental α mode is found to depend on the particle content;

**FIGURE 3.2**

Comparison plot of the dielectric relaxations for the pristine polyurethane and the 0.42 wt% in TiO₂. No shift is observed in the peak maximum frequencies of the local γ relaxations. However, upon temperature decreasing toward the glass transition temperature, the segmental α mode of the composite shifts 1.5 decades toward higher frequencies and becomes faster compared to the α relaxation in the pristine polyurethane. (From Polizos, G. et al., *Polymer*, 53, 595, 2012.)
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and specifically for the 0.42 wt% composite, it shifts 1.5 decades toward higher frequencies and becomes faster compared to the \( \alpha \) relaxation in the unfilled PU. The time scale dependence for all the relaxations is shown in Figure 3.3. The temperature dependence of \( f_{\text{max}} \) for the subglass modes, \( \gamma \) and \( \beta \), is described by the Arrhenius equation

\[
f_{\text{max,}\gamma}\beta(T) = f_\infty \exp\left(\frac{-\Delta E_A}{RT}\right)
\]

(3.24)

where

- \( \Delta E_A \) is the activation energy of the process
- \( f_\infty \) is the relaxation rate in the high-temperature limit
- \( R \) is the universal gas constant

FIGURE 3.3
(See color insert.) Summarized Arrhenius plot of the cooperative (\( \alpha \)) and local (\( \beta,\gamma \)) relaxations at temperatures below room temperature along with the fitting lines according to Equations 3.24 and 3.25. \( T_c \) corresponds to the merging temperature of the \( \alpha \) and \( \beta \) relaxations. \( \Delta f_{\text{max}} \) is the frequency shift of the \( \alpha \) relaxation (for the 0.42 wt% composite at \(-40^\circ\text{C}\)) according to Figure 3.2. The dielectric glass transition \( T_{g,\text{diele}} \), obtained at 1.6 mHz (\( \tau = 100 \text{ s} \)), is also indicated on the plot. The normalized (by \( T_{g,\text{diele}} \)) apparent activation energies that correspond to the \( \alpha \) relaxations were calculated from Equation 3.27 and are shown in the inset plot. (From Polizos, G. et al., Polymer, 53, 595, 2012.)
The respective activation energies were calculated from Equation 3.24 and are summarized in Table 3.1. The local dynamics and the activation energies in the pristine PU and in the composites were found to be similar, indicating that the local conformations are independent of the PU–particle interactions.

The time scale of the $\alpha$ relaxation in Figure 3.3 can be described by the Vogel–Tammann–Fulcher (VTF) equation

$$ f_{\text{max,}\alpha}(T) = A \exp\left[\frac{-B}{(T - T_0)}\right] $$

(3.25)

where $A$, $B$, and $T_0$ (Vogel temperature) are temperature-independent empirical constants listed in Table 3.1. The ideal glass transition temperature, $T_0$, has been found for glass-forming polymers to be approximately 40–50 K lower than the $T_g$ and it is defined as the temperature where the configurational entropy of the undercooled liquid is zero. In that respect, $T_0$ values correlate rather well with the calorimetric and dielectric glass transition temperatures ($T_{g\text{DSC}}$ and $T_{g\text{dil}}$ in Table 3.1). The variation in the $T_g$ values is inherently related to the distinct dynamics of the $\alpha$ relaxation, previously discussed in Figure 3.2. The fragility ($m$) can be used to quantify this deviation [30,31]

$$ m = \frac{d \log (\tau)}{d(T_g/T)} \bigg|_{T=T_g} = BT_g(T_g - T_0)^{-2} \log e $$

(3.26)

where $m$ is a dimensionless steepness index and is defined as the slope of the relaxation times ($\tau = 1/2\pi f$) versus the inverse temperature at the glass transition temperature $T_g$. 

### Table 3.1

Summarized Fitting Analysis Results according to Equations 3.24 and 3.25 for the Frequency Dependence of the Relaxations in Figure 3.3

<table>
<thead>
<tr>
<th>Sample</th>
<th>$aT_{g\text{DSC}}$ (C)</th>
<th>$bT_{g\text{dil}}$ (C)</th>
<th>$cT_0$ (C)</th>
<th>$D$</th>
<th>$\Delta E_{\beta}$ (kJ/mol)</th>
<th>$\Delta E_{\gamma}$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PU</td>
<td>−43.6</td>
<td>−46.1</td>
<td>−69.8</td>
<td>124</td>
<td>3.5</td>
<td>54.0 ± 0.3</td>
</tr>
<tr>
<td>0.10 wt%</td>
<td>−45.3</td>
<td>−47.5</td>
<td>−71.2</td>
<td>123</td>
<td>3.5</td>
<td>57.0 ± 0.6</td>
</tr>
<tr>
<td>0.42 wt%</td>
<td>−48.3</td>
<td>−50.9</td>
<td>−76.7</td>
<td>112</td>
<td>3.9</td>
<td>56.0 ± 0.6</td>
</tr>
</tbody>
</table>


$aT_{g\text{DSC}}$ is the calorimetric glass transition temperature according to differential scanning calorimetry thermograms (not shown here).

$bT_{g\text{dil}}$ is the dielectric glass transition temperature obtained from the extrapolation of Equation 3.7 to 1.6 mHz ($\tau = 100$ s).

$cT_0$ is the Vogel fitting parameter in Equation 3.25.

$m$ is the fragility index calculated from Equation 3.26.

$D$ is the strength parameter that is proportional to the inverse fragility.

$\Delta E_{\beta}$ is the activation energy of the $\beta$ relaxation obtained from Equation 3.24.

$\Delta E_{\gamma}$ is the activation energy of the $\gamma$ relaxation obtained from Equation 3.24.
transition temperature. The fragility is associated with the inter- and intra-
molecular interactions, and index $m$ is a measure of the bond interactions
during the vitrification of a glass-forming liquid (i.e., the extreme values
are $m = 16$ for strong Arrhenius-like glass-forming liquids with directional
bonds, and $m = 250$ for fragile polymers with nondirectional bonds [32–34]).
The fragility values, derived from the VTF fitting parameters, as well as
the strength parameter ($D$), which is proportional to the inverse fragility
($D = B/T_0$), are summarized in Table 3.1. A significant decrease in the fra-
gility of the polymer matrix is observed for the 0.42 wt% nanocompos-
itate. Typically, the fragility depends on the particle–polymer interactions
and is increasing or decreasing for attractive and repulsive interactions,
respectively [35–37]. In spite of the hydrogen bond formation between the
TiO$_2$ particles and the PU matrix [23], both the $T_g$ and the fragility were
found to decrease. The favorable formation of hydrogen bonds between
the functionalized TiO$_2$ fillers and the hard segments of the PU [23] hinder
the cross-linking between the soft and the hard segments and results to
soft segment domains with faster segmental dynamics that change more
gradually than the dynamics of the corresponding domains in the unfilled
PU during the glass formation. It should be noted that the decrease of the
fragility index is indirectly related to the TiO$_2$ nanoparticles. Typically,
varying the fragility of nanocomposites is due to changes in the geo-
metrical frustration and polymer packing density. Herein, the observed
changes originate from the weaker interactions between the hard and the
soft segments, which also lead to a decrease in the glass transition tem-
perature. This is better illustrated in the inset plot (Figure 3.3), showing
the normalized (by $T_g$) temperature dependence of the apparent activation
energy ($\Delta E^{\ast}_{act}$) for the $\alpha$ relaxation. It is calculated from the derivative of
Equation 3.25 and is expressed as a function of the VTF parameters and the
universal gas constant ($R$) [38]

$$\Delta E^{\ast}_{act} = \frac{d \log f_{max}}{d(1/T)} = BT^2(T - T_0)^2 \log e$$

(3.27)

The apparent activation energy of the 0.42% composite is decreased approxi-
mately 11% when the temperature is equal to the glass transition tem-
perature due to the weaker interactions between the hard and the soft segments.
On the contrary, when the temperature is higher than the critical $\alpha$–$\beta$
merging temperature ($T_c$), all samples exhibit identical barriers related to the
cooperative segmental motion. Since no noticeable changes occur in the local
dynamics, this variation in the activation energy is probably associated with
fluctuations in the dynamic heterogeneity and cooperativity due to the addi-
tion of the nanoparticles [39,40].

The mobility of the polar groups is intrinsically connected to the conduc-
tion process, and conductivity was found to dominate the dielectric spectra
for temperatures above the critical merging temperature $T_c$. The complex
impedance formalism was employed to analyze the dielectric response of the samples and the respective Nyquist plots are shown in Figure 3.4 for selected temperatures. The pristine PU matrix is characterized by a single mode due to the relaxation of polar groups, whereas a bimodal relaxation is shown in the impedance response of the composites.

Based on the cluster morphology of the composites [23], we may assume a shell model configuration in which the individual TiO$_2$ particles of a cluster are surrounded by a shell-interfacial polymer phase. In this case, the high-frequency relaxation in the composites can be attributed to the intracluster mobility of the ions and specifically to a short length scale motion involving subdiffusion of ions between neighboring particles within a cluster. This motion takes place through the polar segments of the polymer shell, and is characterized by a resistance $\Delta R_{\text{intracluster}}$. In view of the previous discussions, the low frequency-relaxation can be assigned to an intercluster diffusion of the ions. At longer times, the ions will diffuse through the bulk polymer phase and migrate to neighboring clusters. This process is characterized by a resistance $\Delta R_{\text{intercluster}}$ and the overall (bulk) resistance of the composite is the sum of the intra- and intercluster resistance as indicated on the plot. At temperatures greater than 50°C, the bulk conductivity in the composites

$$\sigma_{\text{bulk}} = (\Delta R_{\text{intracluster}} + \Delta R_{\text{intercluster}})^{-1} \frac{d}{S}$$

(3.28)

is approximately 2.5 orders of magnitude higher than the conductivity of the unfilled matrix [23].

On the contrary, for temperatures below $T_g$, the nanocomposites exhibit significant lower dielectric losses (therefore and conductivity) compared to the pristine PU. The tan $\delta$ values in Figure 3.5 are approximately 1 order of magnitude lower than those in the PU at −263°C. This variant dependence of the conductivity mechanism can be utilized in polymer electrolytes as well as in the design of electronic devices operating at broad temperature windows. Similar behavior has been observed in thermoset-based nanocomposites, which is the subject of the following sections.

### 3.3.2 Interfacial Dynamics

The formation of interfaces due to the incorporation of nanoparticles into a polymer host may determine the macroscopic properties of the nanodielectric and result to significant enhancements or detrimental effects depending on the size of the interfaces and their interactions with the polymer matrix. Dielectric spectroscopy is a powerful tool for detecting and analyzing the dynamics of polar segments that relax at the vicinity of nanoparticles even when the particles are at small volume fractions. In this section, we present our recent studies on the interfacial dynamics of epoxy resin composites
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FIGURE 3.4
(See color insert.) Complex impedance Nyquist plots for the unfilled polyurethane and the nanocomposites for several temperatures. The fitting curves to the data are according to Equation 3.20. The conductivity process in the unfilled matrix is described by a single relaxation whereas the nanocomposites are characterized by a bimodal relaxation due to the intra- and intercluster conduction processes. (The top two plots are reproduced from Polizos, G. et al., Polymer, 53, 595, 2012.)
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Based on organically modified montmorillonite (OMMT) and barium titanate (BT). The nanofillers were selected to exploit the high aspect ratio of the montmorillonite (MMT) and the high permittivity of the BT particles, which improve the mechanical performance and the operating electric field of the composites, respectively. Hybrid organic/inorganic composites of two and three phases were prepared by dispersing BT or/and OMMT particles in the epoxy resin [41]. The interfacial dynamics below the glass transition temperature were found to depend on the particle functionalization and weight fraction.

In the temperature range between $T_g$ and 40°C, a new relaxation mode was evident in the composites with 3 and 6 wt% OMMT, 30 vol% BT as well as in the three-phase system with both BT and OMMT fillers. This mode was absent in the pristine cross-linked epoxy matrix and in the 1 wt% OMMT and 10 vol% BT composites (a comparison plot at 90°C is shown in Figure 3.6). Since the dynamics of this mode are dependent on the particle type and weight fraction, we may associate its origin to the formation of interfaces and specifically to the polar segments relaxing at the vicinity of the inorganic fillers. In good agreement with the IR results [41] that show the formation of an uncross-linked polymer phase that becomes pronounced with weight fraction increasing, we can assign the nature of this relaxation to the interfacial

**FIGURE 3.5**
Isochronal plot for the dielectric $\tan \delta$ at 1 kHz. The measurements were carried out on a homemade setup, and the $\gamma$ relaxation is in excellent agreement with the measurement results in Figures 3.1 and 3.3. In the low-temperature limit, the composites exhibit significant lower losses compared to the unfilled polyurethane.
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FIGURE 3.6
(a) Summarized dielectric loss plot at 90°C for the pristine epoxy matrix and the two- and three-phase composites. (b) A relaxation process is evident in the composites with high filler contents. The Cole–Cole dielectric function was found to give the best fitting to the data and the corresponding distributions of relaxation times are presented in plot (c). (Reproduced from Tomer, V. et al., J. Appl. Phys., 108, 074116, 2010.)
unreacted (mobile) epoxy monomers. This argument is further supported by the surface modification of the BT, which was found to improve the interfacial properties. Despite the high inorganic content of the 30 vol% BT composite, the dielectric relaxation strength of the interfacial process is suppressed and becomes negligible when the BT surface is modified with organic coupling agents based on silane functional monolayers (Figure 3.6b). The proper functionality of the fillers allows their integration with the polymer matrix and prevents the formation of mobile interfaces.

To separate the dipolar from the conductivity contributions and therefore better illustrate the dielectric response of the composites, the distributions of relaxation times \( \tau \), are also presented in Figure 3.6c. This interpretation assumes that the broadening of a relaxation is due to the superposition of Debye processes

\[
\varepsilon''(\omega) = \int_{-\infty}^{\infty} \frac{\omega \tau L(\tau)}{1 + (\omega \tau)^2} d\ln(\tau)
\]

(3.29)

\( L(\tau) \) can be calculated from the fitting parameters of the imaginary and real parts of the permittivity function and is analytically written as

\[
L(\tau) = \frac{1}{2\pi} \frac{\sin(\pi - \alpha \pi)}{\cosh(\ln(\tau/\tau_0)) + \sin(\pi - \alpha \pi)}
\]

(3.30)

In the same figure, it is clearly shown that the OMMT-based composites are characterized by approximately 3 orders of magnitude slower dynamics compared to the BT composites (shift of the distribution toward higher relaxation times). This shift is the result of the stronger interactions between the MMT surface and the interfacial polymer layer. The latter is geometrically restricted (physisorbed) and is less mobile than in the BT-based composites. The relative position of the interfacial distributions is a measure of the interfacial strength. Additional information can be derived from the shape of the distribution (i.e., the symmetric Cole–Cole distribution in Figure 3.6c is suggesting polymer segments relaxing in homogeneous environments that possibly result from the good dispersion of the fillers). The particle dispersion and the morphology of the particle clusters may also affect the interfacial dynamics. In Figure 3.6c is shown that the interfacial dynamics in the 6 wt% OMMT composite is slower than in the 3 wt% composite, despite the fact that both composites are based on the same type of fillers. To understand this behavior, we can assume that the measured interfacial relaxation is the average dielectric response. The hydroxyl groups, formed during the epoxide ring conversion, are possible to hydrogen bond to the silicate surface. Therefore, the observed retardation in the dynamics of the 6 wt% may reflect an average increase in the population of the hydroxyl
groups being attached to the silicate surface, due to a possible increase of the cluster’s surface area.

The processes in Figure 3.6b as well as those in the subzero temperature range [41] were analyzed and the summarized Arrhenius plot is presented in Figure 3.7. The subzero modes exhibit dynamics that are several orders of magnitude faster (ultra-fast) compared to those arising from the interfaces. They were found to overlap in all specimens and therefore are independent of the filler type and weight fraction. The respective activation energy for the ultra-fast mode was calculated from Equation 3.24 and was found to be 42 kJ/mol. This value is in good agreement with previous studies that have identified this relaxation to local reorientations of the hydroxyl groups in the cross-linked epoxy network [42].

The interfacial modes were not only characterized by distinct dynamics depending on the filler type but were also found to exhibit different activation energies. The $\Delta E_A$ value for the OMMT-based composites is approximately 105 kJ/mol, whereas for the 30 vol% BT composite is 51 kJ/mol.
This noteworthy decrease in the energy barriers and the corresponding speed up of the dynamics (previously discussed) are a clear evidence of the weaker interfacial strength between the BT fillers and the epoxy network.

Heterogeneities in the permittivity and conductivity properties between the different constituents in a multiphase composite restrict the mobility of the ionic species (space charge) at the boundaries of different phases. The resulting space-charge interfacial dynamics [43–45] are inherently related to the bulk conductivity of the composite [41]. An example is shown in Figure 3.8 where a relaxation process is evident in the ac conductivity, \( \sigma_{ac}(f) \). In this region, conductivity is frequency-dependent and describes a short-range motion of the space-charge carriers (i.e., a subdiffusive type of transport due to sublinear dependence of the mean square displacement on time [46,47]). For such short time scales, the charges are confined at heterogeneous boundaries. The thermally activated hopping process of the charges bound at the interfaces gives rise to relaxation phenomena that

**FIGURE 3.8**

(a) The imaginary part of electric modulus for the 10 vol% BaTiO\(_3\) composite at representative temperatures in steps of 10°C. The lines are the best fits of Equation 3.16 to the experimental data. (b) A comparison plot showing the correspondence between the electric modulus and the ac conductivity at 160°C. The low-frequency process in the electric modulus corresponds to the onset of dc conductivity, whereas the high-frequency process corresponds to the space-charge interfacial relaxation. (Reproduced from Tomer, V. et al., *J. Appl. Phys.*, 108, 074116, 2010.)
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at longer time scales (lower frequencies) are followed by a diffusive type motion (i.e., dc conductivity; longer times give the ability to the charges to escape from the interfaces and diffuse in the bulk). This is clearly shown in Figure 3.8 where the low-frequency relaxation is in good agreement with the onset of the dc conductivity. In addition to the impedance formalism analysis (see Section 3.1), the electric modulus formalism can also be utilized to separate the conductivity contributions. The dynamics of the different length scale processes depend on the nanoparticle size and functionality and can be correlated with the recoverable energy density of the nanodielectric [41]. To eliminate or suppress the interfacial polarization effects, we present in the following two sections nanocomposites fabricated by in situ and self-assembly techniques.

### 3.3.3 In Situ Particle Nucleation

Titanium dioxide (TiO\(_2\)) nanoparticles, smaller than 5 nm in diameter, were in situ nucleated in epoxy resin by the hydrolysis and oxidation of TiCl\(_3\) [48–53]

\[
\text{TiCl}_3 + 3\text{H}_2\text{O} \rightarrow \text{Ti(OH)}_3 + 3\text{HCl} \tag{3.31}
\]

\[
2\text{Ti(OH)}_3 + \frac{1}{2}\text{O}_2 \rightarrow 2\text{TiO}_2 + 3\text{H}_2\text{O} \tag{3.32}
\]

The particle size, which is comparable to the length scale of the polymer entanglements, is anticipated to restrict the mobility of the polymer chains [54]. This is clearly shown in the dielectric losses at low temperatures in Figure 3.9. A composite with similar content in TiO\(_2\) nanoparticles that were ex situ synthesized and later dispersed in the epoxy is also included for comparison. The absence of pronounced interfaces and particle agglomerations in the in situ composite [54] resulted in dielectric losses that are approximately 1 order of magnitude lower than those in the unfilled epoxy.

The restricted mobility of the polymer chains was found to improve the dielectric breakdown strength of the in situ composite and potentially increase the energy density that can be stored in the nanodielectric. The failure probability distributions of the samples are presented in Figure 3.10. A standard two parameter Weibull model was employed for the data analysis [55,56]

\[
P(\alpha_W, \beta_W, E_{BD}) = 1 - \exp \left( -\left( \frac{E_{BD}}{\alpha_W} \right)^{\beta_W} \right) \tag{3.33}
\]

In the previous expression, \(P\) is the cumulative probability function; \(E_{BD}\) is the dielectric breakdown field; and the parameters \(\alpha_W\) and \(\beta_W\) denote the
FIGURE 3.9
Dielectric losses at 1 kHz for the pristine epoxy and nanocomposites with similar contents in TiO₂ prepared with in situ and ex situ techniques. A significant decrease of the dielectric losses is shown for the in situ composite.

FIGURE 3.10
Dielectric breakdown failure probability analysis based on Weibull statistics. The samples were submerged in liquid nitrogen and the frequency of the applied ac electric field was 60 Hz. The TEM image corresponds to the in situ 2.5 wt% composite. (Reproduced from Polizos, G. et al., Appl. Phys. Lett., 96, 152903, 2010.)
characteristic breakdown strength when the failure probability is 0.6321 and
the scattering in the breakdown values, respectively. The improvement in
the reliability of the 2.5 wt% in situ composite ($\beta_W$ values) is approximately
60% whereas the corresponding benefit in the breakdown strength is 20% at
the characteristic Weibull probability and 56% at 1% failure probability.
Considering the small weight fraction of the TiO$_2$ phase, the associated
improvements are remarkable and extremely significant in the design of
high-voltage systems.

The small size and uniform dispersion of the fillers decreased the
dielectric losses and narrowed the distribution of relaxation times (narrower
peaks in Figure 3.9). However, no shift in the position of the peaks, compared
to the unfilled matrix, was observed for the in situ composite. This is also evident in the mechanical relaxations over a broad tempera-
ture range, shown in Figure 3.11. The $\alpha$ and the local $\beta$, $\gamma$, $\delta$ relaxations
are activated in identical temperature windows for all samples, indicat-
ing that the nanoparticles did not change the cross-linking density of
the polymer matrix and resulted in composites with thermodynamical
properties similar to those in the pristine epoxy. Moreover, a 30% increase
in the storage modulus of the 2.5 wt% composite was observed at the lowest measured temperature.

![Graph showing storage modulus ($G'$), loss modulus ($G''$), and tan $\delta$ according to dynamic mechanical analysis at 1 Hz. The nanoparticles were in situ synthesized in the polymer matrix. The $\alpha$ relaxation is associated with the glass transition and the tan $\delta$ peak corresponds to $T_g$.](image)
3.4 Self-Assembly of Nanostructures

Nanoparticle functionality and nanoparticles with controlled size have shown notable benefits against detrimental effects associated with the interfaces; however, certain applications may necessitate the integration of two or more inorganic phases. Particles functionalized with reactive agents to form self-assembled nanostructures can strengthen the interfaces and provide vital enhancements in the dielectric properties of the composites.

Interfacial polarization effects predominantly occur due to the mismatch in the permittivity and conductivity values between the organic and the inorganic phases, and typically generate concentration in the local electric field, which may lead to electrical failure of the nanodielectric. Self-assembly nanostructures of fillers with different dielectric properties are possible to grade the local electric field and increase the operating field and therefore the stored electrical energy in the composite (the stored energy is a function of the permittivity and the square of the operating electric field). In view of the earlier discussion, BT and OMMT nanoparticles were covalently bonded and the integrated two-phase hybrid nano-fillers yield a thermodynamically favorable dispersion of the particles in the epoxy resin [57]. The morphology of the resultant structures is shown in Figure 3.12. Assembled layered silicates are attached on the surface of the spherical BT particles. The high organic content (~25 wt%) of the silicates and their ability to cross-link with the epoxy matrix improved the filler dispersion and created robust interfacial environments that resemble those in the unfilled epoxy. This is evident in the polarization curves (Figure 3.12e) where the high field losses are similar for the pristine epoxy and the composite with reactive fillers. The intrinsic high permittivity of the BT particles increased the high field permittivity (higher slope of the polarization loop) and the recoverable energy density of the composite. Additional improvements related to the mechanical performance (68% increase in the storage modulus) and the glass transition temperature were also found [57].

Dielectric spectroscopy can provide insights on the correlation between the properties of the composites and their interfacial dynamics. In Figure 3.13a is shown a comparison plot for temperatures below the glass transition temperature. A relaxation process is present only in the composite with the highest filler content (20 wt%). Since the relaxation strength (Δε) is proportional to the number density of the relaxing units, this process can be ascribed to the formation of a mobile polymer phase that is loosely bound to the inorganic surfaces. At lower particle contents where the particle agglomeration is less pronounced, the interfacial polymer phase is less mobile (more tightly bound on the particle surface [58]) and the corresponding dielectric process is absent or negligible. The strength and dynamics of this process are in good agreement...
with the thermo-mechanical properties of the composites [57] (i.e., heat capacity, onset and width of the glass transition, cross-linking density, and mechanical modulus) and can be used as a measure of the polymer-filler interfacial strength. The dynamics for the 20 wt% composite in Figure 3.12b were obtained from the best fit analysis of the experimental data with a superposition of Equation 3.9 and a conductivity contribution. The time scale dependence of the relaxation process over the entire measured temperature range is shown in Figure 3.13c and the calculated activation energy was found to be 226 kJ/mol. This process is formed at considerably

![TEM images of BaTiO$_3$/OMMT-based nanocomposites. (a) A phase separated morphology of noncovalently bonded BT and OMMT; (b) a thermodynamically favorable dispersion of covalently bonded BaTiO$_3$/OMMT fillers; (c and d) higher magnification images of the covalently bonded BaTiO$_3$/OMMT nanofillers in the same nanocomposite.](image-url)
higher weight fractions in hybrid fillers than the corresponding process in the nonreactive single-filler composites (Figure 3.6), and the activation energy value is 150% higher than the activation energy for the single BT/epoxy composites and 20% higher than the value for the single OMMT/epoxy composites. Furthermore, the interfacial dynamics of the covalently bonded hybrid composites are several orders of magnitude slower than in the single-phase BT composites. The slower dynamics as well as the increase in the barriers associated to the interfacial relaxations manifest a significant improvement in the strength of the interfaces.

Similar dependencies were observed in the activation energy for the dc conductivity at temperatures above \( T_g \). A comparison plot between the hybrid filler and the single OMMT composites is shown in Figure 3.14. The hybrid filler composites are characterized by higher activation energy values for all weight fractions; and interestingly, the conduction process in the 5 and 10 wt% composites is associated with energy barriers higher even than those in the pristine epoxy. When the particle content is lower than the percolation threshold, the cross-linked filler configuration reinforces the interfacial strength and results in marked improvements. In good agreement with the thermoplastic-based composites in Section 3.1, the interfaces and the particle agglomeration morphology dominate the conduction process. Tailoring the nanoscale properties is an effective route for the design and fabrication of composites with optimized performance. In this section, the nanoscale synergistic effects of the slower interfacial dynamics and the respective higher activation energy barriers restricted the mobility of
FIGURE 3.13
(a) Dielectric loss curves for the hybrid (covalently bonded) composites at different weight fractions for a representative temperature below $T_g$. A relaxation process is shaped when the particle content is 20 wt%. (b) This process is due to the formation of a polymer phase loosely bound to the particle surface and is analyzed in the entire temperature range. The lines are the best fits of Equation 3.9 and a conductivity contribution to the experimental data. (c) The corresponding Arrhenius plot obtained from the loss peak maximum frequency. The line is a linear fit of Equation 3.24 to the data. (Reproduced from Polizos, G. et al., J. Appl. Phys., 108, 074117, 2010.)
the hybrid composites and resulted to better dielectric breakdown probability distributions [57] that can be utilized in energy storage and electrical insulation applications.

3.5 Hierarchical Structures

3.5.1 Thermoset-Based Nanocomposites

The hierarchical dispersion of nanoparticulates is an effective method to combine nanometer-scale filler dispersion with long-range ordered structures and optimize certain properties in a desired direction. Herein, we present anisotropic composites with controlled particle distribution and correlate their ordered structure with the dielectric properties [59,60]. A thermoset and a thermoplastic matrix were studied. For the thermoset matrix, a cross-linkable silicone elastomer (polydimethylsiloxane) was used and BT nanoparticles were dielectrophoretically assembled [61–65] by applying high-amplitude ac electric field to the polymer/particle suspension during the curing process. This method utilizes induced polarization effects that arise from the contrast between the high permittivity of the particles and the
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low permittivity of the elastomeric matrix. The time average dielectrophoretic force exerted on the particles is [66,67]

\[
\langle \mathbf{F}_{\text{DEP}}(t) \rangle = 2\pi \varepsilon'_m R^3 \text{Re}[K^*(\omega)]\mathbf{v} E_{\text{rms}}^2
\]  

(3.34)

where

\( \varepsilon'_m \) denotes the medium’s (silicone elastomer) real part of the permittivity function

\( R \) is the particle’s radius

\( E_{\text{rms}} \) is the rms (root mean square) amplitude of the applied field

\( K^*(\omega) \) is the complex Clausius–Mossotti function that is expressed as

\[
K^*(\omega) = \frac{\varepsilon_p^* - \varepsilon_m^*}{\varepsilon_p^* + 2\varepsilon_m^*}
\]  

(3.35)

For both, the particle and the medium \((i = p, m)\), the complex permittivity functions are interpreted in the general form, including also the direct current (dc) conductivity, \( \sigma_{\text{dc}} \) contribution: \( \varepsilon_i^*(\omega) = \varepsilon'_i(\omega) - \varepsilon''_i(\omega) - i\omega\varepsilon''_i(\omega) \). Depending on the dielectric functions \( \varepsilon_p^*(\omega) \) and \( \varepsilon_m^*(\omega) \), the frequency of the applied field can be tuned to maximize the \( K^*(\omega) \) function and therefore the dielectrophoretic force. The resultant column-like aligned structures are shown in Figure 3.15. We follow the sample notation introduced by Newnham [68].

**FIGURE 3.15**

SEM and TEM (inset) images of aligned BaTiO\(_3\) (10 vol\%) in silicone elastomer matrix (polydimethylsiloxane). The applied electric field was 1.6 kV/mm at 100 Hz. (Reproduced from Tomer, V. et al., *J. Appl. Phys.*, 103, 034115, 2008.)
Specifically, 0–3 denotes a composite with randomly dispersed fillers and 1–3 a composite with fillers aligned in one dimension. 1–3 composites with fillers aligned in the direction of the measuring field (z-axis) are noted as z-aligned composite while x–y aligned composites refer to fillers aligned perpendicular to the measuring field.

All composites exhibit higher permittivity than the unfilled polymer matrix. Permittivity values were found to depend on the BT concentration as well as on the spatial distribution of the fillers. A representative plot for the 22.5 vol% composites is shown in Figure 3.16a. The z-aligned (parallel) composite has the highest values over the entire frequency range. At small weight fractions, there is no notable change in the values of the composites; however, at higher fractions, the anisotropy difference is evident (Figure 3.16b) and the z-aligned 25 vol% composite is characterized by approximately four times higher permittivity than the unfilled polymer.

Theoretical models can predict the effective permittivity of a dielectric mixture [69,70]. An example is shown in Figure 3.16c for the 0–3 (randomly dispersed) composites. Among several models, the best fit to the experimental data was obtained by the model of Wakino et al. [71]. This model considers the influence of dielectric and/or infringing of the electric flux due to discontinuity at the boundary of constituent phases and is given by the expression

\[
\varepsilon_r = \exp \left[ \frac{\ln \left\{ V_c \varepsilon_c^{(V_c - V_0)} + (1 - V_c) \varepsilon_p^{(V_c - V_0)} \right\}}{V_c - V_0} \right] \quad (3.36)
\]

where
- \( V_c \) is the particle volume fraction
- \( \varepsilon_c \) and \( \varepsilon_p \) are the particle and polymer permittivities, respectively
- \( V_0 \) is the critical volume fraction at which the dispersed phase becomes continuous

In addition to conventional models, the effective permittivity may also be expressed in terms of the spectral density representation by taking into account depolarization factors related to the topology of the interfaces [72]. The hierarchical structure of inorganic fillers with high permittivity and the integration of their interfaces with the polymer matrix is another route for the design of nanocomposites with predicted dielectric properties.

### 3.5.2 Thermoplastic-Based Nanocomposites

Layered silicates modified with dimethyl-dioctadecyl-ammonium were dispersed in maleic anhydride functionalized polyethylene (PE), and nanocomposite films were extruded using a commercial blown-film line [60,73].
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The stress-induced filler orientation was measured by wide-angle x-ray diffraction. The structure of the composites, the diffracted patterns, and the azimuthal profiles are shown in Figure 3.17. The radial intensities \( I(\phi) \) were used to determine the order parameter in terms of the Hermans orientation function [74],

![Figure 3.16](image)

(a) Real part of permittivity at room temperature for the 22.5 vol% composites and the polydimethylsiloxane matrix (exposed and not exposed to the electric field used for the particle alignment). The lines are the best fits of Equation 3.8 to the data. (b) Permittivity values for the randomly dispersed and structured composites at several weight fractions in BaTiO\(_3\). (c) Effective permittivity fitting curves for the randomly dispersed composites according to different mixing rules. (Reproduced from Tomer, V. et al., *J. Appl. Phys.*, 103, 034115, 2008.)
The \( S_d \) values for perfectly aligned and randomly dispersed particles are 1 and 0, respectively; and the calculated \( S_d \) factor for the oriented fillers in Figure 3.17 was found to be 0.8, manifesting a high-degree orientation at the direction of blow-molding.

In good agreement with the impedance analysis in Section 3.1, dielectric spectroscopy in the permittivity formalism probes two relaxation mechanisms that are present in the composites only and shown in Figure 3.18. They involve interactions between space-charge and polar segments at the
Dielectric relaxations for the aligned polymer nanocomposite in Figure 3.17. The lines are the best fits of a superposition of two Havriliak–Negami expressions (Equation 3.9) to the data. The corresponding Arrhenius plots and activation energies are shown on the bottom plot. (Reproduced from Tomer, V. et al., J. Appl. Phys. 109, 074113, 2011.)

silicate interfaces (intracluster relaxation at high frequencies) as well as interactions between space-charge and polar maleic anhydride segments in the bulk polyethylene phase amid neighboring silicate clusters (intercluster relaxation at low frequencies). The energy barriers associated with these relaxations are quantified by the respective activation energies. Their values, presented in Figure 3.18, are typical for ion conduction mechanisms and the activation energy for the intracluster relaxation was found to be
significantly higher due to the strong electrostatic interactions with the silicate surface.

The aligned configuration of the silicate particles has shown outstanding improvement in the dielectric breakdown failure distributions of the nanocomposites, presented in Figure 3.19.

The characteristic breakdown strength was found to qualitatively change behavior with the particle orientation and was markedly increased for the oriented structures, where random filler structures showed the typical onset of failure decreasing to much lower fields than for the matrix. This improvement was the result of synergistic effects related to the ordered structure of high aspect ratio silicates (that force more tortuous paths for the propagation of charges), and to the modification of the interfaces (that create traps for the space-charge, increasing the energy barriers for their diffusion and, therefore, minimizing the bulk charge accumulation).
3.6 Summary

The introduction of inorganic nanoparticles into a polymer matrix unavoidably defines interfaces, which often determine the properties and performance of the composite. In this chapter, we presented aspects of our research efforts over the past years on identifying critical structural parameters that mitigate some of the detrimental effects associated with these interfaces and can expand the operating and application windows of the polymers. The size of the particles comparable to polymer length scales, the particle functionality, and the highly ordered self-assembled configurations are key parameters in designing multifunctional composites with markedly enhanced capabilities. The phenomenal growth of research and commercialization of hybrid nanostructured materials necessitates the development and utilization of techniques that accurately probe properties at the nanoscale. DRS combined with proper analysis tools are a versatile method for dynamically measuring nanoscale properties, separating synergistic contributions, and predicting the macroscopic behavior of composites. This chapter focused on such spectroscopic studies for composites with potential dielectrical applications and with promise to store electrostatic energy. Across a broad range of polymer matrices, the controlled distribution of the fillers and the tailored interfaces according to dielectric measurements resulted to improvements that are outstanding in the field of nanodielectrics and provide the grounds for further development and optimization.
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