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PREFACE TO SECOND EDITION

Since 1985 when the first edition of this book appeared there has been much experimental and theoretical progress in this multidisciplinary subject. The nature of some ‘old’ forces have been clarified while ‘new’ forces have been discovered. The subject has matured into a rigorous discipline and a unifying area of chemistry, physics and biology, and many university courses now routinely contain material on molecular and surface interactions. On the more practical side, many industrial and chemical engineering processes are now beginning to be understood and controlled at the fundamental level. It is with these developments in mind, together with the feedback I received from numerous colleagues, that the second edition was prepared.

The second edition is basically an updated version of the first, but it contains more than 100 problems. Most appear at the end of each chapter, but some appear as worked examples in the text. These problems should enhance the suitability of the book as an advanced undergraduate or graduate textbook. The problems have been devised to stimulate the mind; many are based on genuine research problems, others are tricky, some are extensions of the text into more advanced areas, and a few are open-ended to invite further reading, discussion and even speculation.

The text itself has been expanded to include recent developments in the areas of surface-force measurements, solvation and structural forces, hydration and hydrophobic forces, ion-correlation forces, thermal fluctuation forces, and particle and surface interactions in polymer melts and polymer solutions.

I am grateful to many colleagues who commented on the first edition, and have used their suggestions in writing the second. In particular, my thanks go to Hans Lyklema, Håkan Wennerström, Jacob Klein, to Helen Vydra and Josef Israelachvili for typing the manuscript, to Dottie McLaren for drawing many of the figures, to my wife Karina who supported me throughout, and finally to my students who have sat through my lectures and by their questions have unwittingly contributed the most.

PREFACE TO FIRST EDITION

Intermolecular forces embrace all forms of matter, and yet one finds very few university courses devoted to all aspects of this important subject. I wrote this book with the aim of presenting a comprehensive and unified introduction to intermolecular and surface forces, describing their role in determining the properties of simple systems such as gases, liquids and solids but especially of more complex, and more interesting, systems. These are neither simple liquids nor solids, but rather a myriad of dissolved solute molecules, small molecular aggregates, or macroscopic particles interacting in liquid or vapour. It is the forces in such systems that ultimately determine the behaviour and properties of everyday things: soils, milk and cheese, paints and ink, adhesives and lubricants, many technological processes, detergents, micelles, biological molecules and membranes, and we ourselves—for each of us is one big biocolloidal system composed of about 75% water, as are most living organisms.

This subject therefore touches on a very broad area of phenomena in physics, chemistry, chemical engineering and biology in which there have been tremendous advances in the past 15 years. These advances can be viewed in isolation within each discipline or within a broader multidisciplinary framework. The latter approach is adopted in this book, where I have tried to present a general view of intermolecular and surface forces with examples of the various and often seemingly disparate phenomena in which they play a role.

Because of the wide range of topics covered and the different disciplines to which the book is addressed, I have presumed only a basic knowledge of the ‘molecular sciences’: physics (elementary concepts of energy and force, electrostatics), chemistry (basic thermodynamics and quantum mechanics) and mathematics (algebra and elementary calculus). The mathematical and theoretical developments, in particular, have been kept at a simple, unsophisticated level throughout. Vectors are omitted altogether. Most equations are derived from first principles, followed by examples of how they apply to specific situations. More complicated equations are stated, but are again carefully explained and demonstrated.
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In a book such as this, of modest size yet covering such a wide spectrum, it has not been possible to treat each topic exhaustively or rigorously, and specialists may find their particular subject discussed somewhat superficially.

The text is divided into three parts, the first dealing with the interactions between atoms and molecules, the second with the interactions between ‘hard’ particles and surfaces, and the third with ‘soft’ molecular aggregates in solution such as micelles (aggregates of surfactant molecules) and biological membranes (aggregates of lipids and proteins). While the fundamental forces are, of course, the same in each of these categories, they manifest themselves in sufficiently different ways that, I believe, they are best treated in three parts.

The primary aim of the book is to provide a thorough grounding in the theories and concepts of intermolecular forces so that the reader will be able to appreciate which forces are important in whatever system he or she is dealing with and to apply these theories correctly to specific problems (research or otherwise). The book is intended for final-year undergraduate students, graduate students, and non-specialist research workers.

I am deeply grateful to the following people who have read the text and made valuable comments for improving its presentation: Derek Chan, David Gruen, Bertil Halle, Roger Horn, Stjepan Marcelja, John Mitchell, Håkan Wennerström and Lee White. My thanks also extend to Diana Wallace for typing the manuscript and to Tim Sawkins for his careful drawing of most of the figures. But above all, I am indebted to my wife, Karin, without whose constant support this book would not have been written.

**UNITS AND SYMBOLS**

Much of the published literature and equations on intermolecular and surface forces are based on the CGS system of units. In this book the Système International (SI) is used. In this system the basic units are the kilogramme (kg) for mass, the metre (m) for length, the second (s) for time, the kelvin (K) for temperature, the ampère (A) for electrical quantities, and the mole (mol) for quantity of mass. Some old units such as gramme (1 gm = 10⁻³ kg), centimetre (1 cm = 10⁻² m), angstrom (1 Å = 10⁻¹⁰ m) and degree centigrade (°C) are still commonly used although they are not part of the SI system. The SI system has many advantages over the CGS, not least when it comes to forces. For example, force is expressed in newtons (N) without reference to the acceleration due to the earth’s gravitation, which is implicit in some formulae based on the CGS system.

### Derived SI Units

<table>
<thead>
<tr>
<th>Quantity</th>
<th>SI unit</th>
<th>Symbol</th>
<th>Definition of unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>Joule</td>
<td>J</td>
<td>kg m² s⁻²</td>
</tr>
<tr>
<td>Force</td>
<td>Newton</td>
<td>N</td>
<td>kg m s⁻² = J m⁻¹</td>
</tr>
<tr>
<td>Power</td>
<td>Watt</td>
<td>W</td>
<td>kg m s⁻² = J s⁻¹</td>
</tr>
<tr>
<td>Pressure</td>
<td>Pascal</td>
<td>Pa</td>
<td>N m⁻²</td>
</tr>
<tr>
<td>Electric charge</td>
<td>Coulomb</td>
<td>C</td>
<td>A s</td>
</tr>
<tr>
<td>Electric potential</td>
<td>Volt</td>
<td>V</td>
<td>J A⁻¹ s⁻¹ = J C⁻¹</td>
</tr>
<tr>
<td>Electric field</td>
<td>Volt/metre</td>
<td></td>
<td>V m⁻¹</td>
</tr>
<tr>
<td>Frequency</td>
<td>Hertz</td>
<td>Hz</td>
<td>s⁻¹</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fraction</th>
<th>10⁹</th>
<th>10⁶</th>
<th>10⁻³</th>
<th>10⁻¹</th>
<th>10⁻²</th>
<th>10⁻³</th>
<th>10⁻⁶</th>
<th>10⁻⁹</th>
<th>10⁻¹²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix symbol</td>
<td>G</td>
<td>M</td>
<td>k</td>
<td>d</td>
<td>c</td>
<td>mm</td>
<td>µ</td>
<td>n</td>
<td>p</td>
</tr>
</tbody>
</table>
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</tbody>
</table>
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### Fundamental Constants

<table>
<thead>
<tr>
<th>Constant</th>
<th>Symbol</th>
<th>SI</th>
<th>CGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avogadro’s constant</td>
<td>$N_A$</td>
<td>$6.022 	imes 10^{23} \text{ mol}^{-1}$</td>
<td>$6.022 	imes 10^{23} \text{ mol}^{-1}$</td>
</tr>
<tr>
<td>Boltzmann’s constant</td>
<td>$k$</td>
<td>$1.381 	imes 10^{-23} \text{ J K}^{-1}$</td>
<td>$1.381 	imes 10^{-16} \text{ erg deg}^{-1}$</td>
</tr>
<tr>
<td>Molar gas constant</td>
<td>$R = N_A k$</td>
<td>$8.314 \text{ J K}^{-1} \text{ mol}^{-1}$</td>
<td>$8.314 \times 10^{3} \text{ erg deg}^{-1}$</td>
</tr>
<tr>
<td>Electronic charge</td>
<td>$e$</td>
<td>$1.602 	imes 10^{-19} \text{ C}$</td>
<td>$4.803 	imes 10^{-10} \text{ esu}$</td>
</tr>
<tr>
<td>Faraday constant</td>
<td>$F = N_A e$</td>
<td>$9.649 	imes 10^{4} \text{ C mol}^{-1}$</td>
<td>$9.649 	imes 10^{10} \text{ C mol}^{-1}$</td>
</tr>
<tr>
<td>Planck’s constant</td>
<td>$h = 2 \pi \hbar$</td>
<td>$6.626 	imes 10^{-34} \text{ J s}$</td>
<td>$6.626 	imes 10^{-23} \text{ erg s}$</td>
</tr>
<tr>
<td>Permittivity of free space</td>
<td>$\varepsilon_0$</td>
<td>$8.854 	imes 10^{-12} \text{ C}^2 \text{ J}^{-1} \text{ m}^{-1}$</td>
<td>$1$</td>
</tr>
<tr>
<td>Mass of $^{12}$C atom*</td>
<td>$u$</td>
<td>$1.661 	imes 10^{-24} \text{ kg}$</td>
<td>$1.661 	imes 10^{-24} \text{ g}$</td>
</tr>
<tr>
<td>Mass of hydrogen atom</td>
<td>$m_H$</td>
<td>$1.673 	imes 10^{-27} \text{ kg}$</td>
<td>$1.673 	imes 10^{-24} \text{ g}$</td>
</tr>
<tr>
<td>Mass of electron</td>
<td>$m_e$</td>
<td>$9.109 	imes 10^{-31} \text{ kg}$</td>
<td>$9.109 	imes 10^{-26} \text{ g}$</td>
</tr>
<tr>
<td>Gravitational constant</td>
<td>$G$</td>
<td>$6.670 	imes 10^{-11} \text{ N m}^2 \text{ kg}^{-2}$</td>
<td>$6.670 	imes 10^{-8} \text{ g cm}^{-1} \text{ s}^{-2}$</td>
</tr>
<tr>
<td>Speed of light in vacuum</td>
<td>$c$</td>
<td>$2.998 	imes 10^8 \text{ m s}^{-1}$</td>
<td>$2.998 	imes 10^{10} \text{ cm s}^{-1}$</td>
</tr>
</tbody>
</table>

* Atomic mass unit (also denoted by a.m.u. and a.m.)

---

### Conversion from CGS to SI

- 1 Å (ångstrom) = $10^{-10} \text{ m} = 10^{-8} \text{ cm} = 10^{-4} \mu \text{m} = 10^{-1} \text{ nm}$
- 1 litre = $1 \text{ dm}^3$
- 1 erg = $10^{-7} \text{ J}$
- 1 cal = 4.184 J
- 1 kcal mol$^{-1}$ = 4.184 kJ mol$^{-1}$
- 1 kT = $4.144 	imes 10^{-14} \text{ erg} = 4.144 	imes 10^{-21} \text{ J}$ at 298 K (~25°C)
- 1 eV = $4.045 	imes 10^{-14} \text{ erg} = 4.045 	imes 10^{-21} \text{ J}$ at 293 K (~20°C)
- 1 eV per molecule = 0.592 kcal mol$^{-1}$ = 2.478 kJ mol$^{-1}$ at 298 K
- 1 eV per molecule = 23.06 kcal mol$^{-1}$ = 96.48 kJ mol$^{-1}$
- 1 cm$^{-1}$ (wavenumber unit of energy) = $1.986 	imes 10^{-23} \text{ J}$
- 1 dyne = $10^{-5} \text{ N}$
- 1 dyne cm$^{-1}$ = 1 mN m$^{-1}$ = 1 mJ m$^{-2}$ (unit of surface tension)
- 1 dyne cm$^{-2}$ = $10^{-1} \text{ Pa (N m}^{-2}$
- 1 atm = $1.013 	imes 10^6 \text{ dyne cm}^{-2}$ = 1.013 × $10^5 \text{ Pa (N m}^{-2}$
- 1 torr = 1 mm Hg = $1.316 	imes 10^{-3} \text{ atm}$ = 133.3 Pa (N m$^{-2}$)
- 0°C = 273.15 K (triple point of water)
- 1 esu = $3.336 	imes 10^{-10} \text{ C}$
- 1 poise (P) = 10 gm cm$^{-1}$ s$^{-1}$ = $10^{-1} \text{ kg m}^{-1} \text{ s}^{-1}$ = $10^{-1} \text{ N s m}^{-1}$ (unit of viscosity)

---

### Useful Quantities and Relations

- Energy equivalent, $m \varepsilon^2$, of one atomic mass unit ($u$) = $1.492 \times 10^{-10} \text{ J}$
- Mean volume occupied per molecule = (MW)/(N$A \times$ density)
- Mass of any atom or molecule = (MW) × ($1.661 	imes 10^{-24}$) kg
- Standard volume of ideal gas = $22.414 \text{ m}^3 \text{ mol}^{-1}$ (1 mol$^{-1}$)
- kT/e = RT/F = $-23.69 \text{ mV}$ at 298 K
- 1 C m$^{-2}$ = 1 unit charge per 0.16 nm$^2$ (16A$^2$)
- $\kappa^{-1}$ (Debye length) = $0.304/\sqrt{M} \text{ nm}$ for 1:1 electrolyte at 298 K, where
- 1 M = 1 mol dm$^{-3}$ = $6.022 \times 10^{26}$ molecules per m$^3$
- Mass of the earth = $5.976 \times 10^{24}$ kg
- Density of earth (mean) = $5.518 \times 10^{3}$ kg m$^{-3}$
- Values of gravitational acceleration, $g$:
  - Equator ($9.780 \text{ m s}^{-2}$), north and south poles ($9.832 \text{ m s}^{-2}$),
  - New York ($9.801 \text{ m s}^{-2}$), London ($9.812 \text{ m s}^{-2}$).

### Common Symbols

- $A$ Hamaker constant (J), area (m$^2$), Helmholtz free energy
- $a, b$ Atomic or molecular radius (m), headgroup area (m$^2$)
- $a_0$ Constants in equations of state
- $\alpha$ Bohr radius (0.053 nm)
- $C$ Interaction constant (J m$^4$), aqueous solute concentration in mole fraction units (mol dm$^{-3}$/55.5)
### FUNDAMENTAL CONSTANTS

<table>
<thead>
<tr>
<th>Constant</th>
<th>Symbol</th>
<th>SI</th>
<th>CGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avogadro's constant</td>
<td>(N_A)</td>
<td>(6.022 \times 10^{23}) mol(^{-1})</td>
<td>(6.022 \times 10^{23}) mol(^{-1})</td>
</tr>
<tr>
<td>Boltzmann's constant</td>
<td>(k)</td>
<td>(1.381 \times 10^{-23}) J K(^{-1})</td>
<td>(1.381 \times 10^{-16}) erg deg(^{-1})</td>
</tr>
<tr>
<td>Molar gas constant</td>
<td>(R = N_Ak)</td>
<td>(8.314) J K(^{-1}) mol(^{-1})</td>
<td>(8.314) erg s deg(^{-1})</td>
</tr>
<tr>
<td>Electronic charge</td>
<td>(-e)</td>
<td>(1.602 \times 10^{-19}) C</td>
<td>(4.803 \times 10^{-10}) esu</td>
</tr>
<tr>
<td>Faraday constant</td>
<td>(F = N_Ae)</td>
<td>(9.649 \times 10^{4}) C mol(^{-1})</td>
<td>(9.649 \times 10^{2}) C mol(^{-1})</td>
</tr>
<tr>
<td>Planck's constant</td>
<td>(h = 2\pi h)</td>
<td>(6.625 \times 10^{-34}) Js</td>
<td>(6.625 \times 10^{-24}) erg s</td>
</tr>
<tr>
<td>Permittivity of free space</td>
<td>(\varepsilon_0)</td>
<td>(8.854 \times 10^{-12}) C(^2) m(^{-1})</td>
<td>1</td>
</tr>
<tr>
<td>Mass of (^{12})C atom*</td>
<td>(u)</td>
<td>(1.661 \times 10^{-24}) kg</td>
<td>(1.661 \times 10^{-24}) g</td>
</tr>
<tr>
<td>Mass of hydrogen atom</td>
<td>(m_H)</td>
<td>(1.673 \times 10^{-27}) kg</td>
<td>(1.673 \times 10^{-24}) g</td>
</tr>
<tr>
<td>Mass of electron</td>
<td>(m_e)</td>
<td>(9.109 \times 10^{-31}) kg</td>
<td>(9.109 \times 10^{-28}) g</td>
</tr>
<tr>
<td>Gravitational constant</td>
<td>(G)</td>
<td>(6.670 \times 10^{-11}) N (m^2) kg(^{-2})</td>
<td>(6.670 \times 10^{-8}) (g) (cm^2) s(^{-2})</td>
</tr>
<tr>
<td>Speed of light in vacuum</td>
<td>(c)</td>
<td>(2.998 \times 10^8) m s(^{-1})</td>
<td>(2.998 \times 10^{10}) cm s(^{-1})</td>
</tr>
</tbody>
</table>

* Atomic mass unit (also denoted by a.m.u. and a.m.u.)*

### Conversion from CGS to SI

- 1 Å (angstrom) = \(10^{-10}\) m = \(10^{-8}\) cm = \(10^{-4}\) \(\mu\)m = \(10^{-1}\) nm
- 1 litre = \(1 \times 10^{-2}\) m\(^3\) = 1 dm\(^3\)
- 1 erg = \(10^{-7}\) J
- 1 cal = 4.184 J
- 1 kcal mol\(^{-1}\) = 4.184 kj mol\(^{-1}\)
- 1 kT = \(4.114 \times 10^{-14}\) erg = \(4.114 \times 10^{-21}\) J at 298 K (\(-25^\circ\)C)
  = \(4.045 \times 10^{-14}\) erg = \(4.045 \times 10^{-21}\) J at 293 K (\(-20^\circ\)C)
- 1 eV = \(1.602 \times 10^{-12}\) erg = \(1.602 \times 10^{-19}\) J
- 1 eV per molecule = \(0.0592\) kcal mol\(^{-1}\) = \(2.478\) kj mol\(^{-1}\) at 298 K
- 1 C m\(^{-2}\) = 1 unit charge per 0.16 \(\mu\)m \((16\AA)\)
- \(\kappa^{-1}\) (Debye length) = 0.034/\(\sqrt{\lambda}\) m nm for 1:1 electrolyte at 298 K, where
- 1 M = 1 mol dm\(^{-3}\) = \(6.022 \times 10^{26}\) molecules per m\(^3\)
- Mass of the earth = 5.976 \(\times 10^{24}\) kg
- Density of earth (mean) = 5.518 \(\times 10^{3}\) kg m\(^{-3}\)
- Values of gravitational acceleration, \(g\):
  - Equator (9.780 m s\(^{-2}\))
  - North and south poles (9.832 m s\(^{-2}\))
  - New York (9.801 m s\(^{-2}\))

### Useful Quantities and Relations
- Energy equivalent, \(m^2\), of one atomic mass unit (u) = \(1.492 \times 10^{-10}\) J
- Mean volume occupied per molecule = \((N_A \times \text{density})\)
- Mass of any atom or molecule = \((MW) \times (1.661 \times 10^{-24})\) kg
- Standard volume of ideal gas = 22.414 m\(^3\) mol\(^{-1}\) (1 mol\(^{-1}\))
- kT/e = RT/F = \(-25.69\) mV at 298 K
- 1 C m\(^{-2}\) = 1 unit charge per 0.16 \(\mu\)m \((16\AA)\)
- \(\kappa^{-1}\) (Debye length) = 0.034/\(\sqrt{\lambda}\) m nm for 1:1 electrolyte at 298 K, where
- 1 M = 1 mol dm\(^{-3}\) = \(6.022 \times 10^{26}\) molecules per m\(^3\)
- Mass of the earth = 5.976 \(\times 10^{24}\) kg
- Density of earth (mean) = 5.518 \(\times 10^{3}\) kg m\(^{-3}\)
- Values of gravitational acceleration, \(g\):
  - Equator (9.780 m s\(^{-2}\))
  - North and south poles (9.832 m s\(^{-2}\))
  - New York (9.801 m s\(^{-2}\))

### Common Symbols
- \(A\) Hamaker constant (J), area (m\(^2\)), Helmholtz free energy
- \(a\) Atomic or molecular radius (m), headgroup area (m\(^2\))
- \(a, b\) Constants in equations of state
- \(a_0\) Bohr radius (0.053 nm)
- \(C\) Interaction constant (J m\(^4\)), aqueous solute concentration in mole fraction units (mol dm\(^{-3}\)/55.5)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Distance between two surfaces (m)</td>
</tr>
<tr>
<td>Da</td>
<td>Dalton unit of molecular weight (same as MW)</td>
</tr>
<tr>
<td>E</td>
<td>Electric field strength (V m⁻¹)</td>
</tr>
<tr>
<td>F</td>
<td>Force (N)</td>
</tr>
<tr>
<td>G</td>
<td>Gibbs free energy</td>
</tr>
<tr>
<td>H</td>
<td>Enthalpy</td>
</tr>
<tr>
<td>I</td>
<td>Ionization potential (J)</td>
</tr>
<tr>
<td>i</td>
<td>Elastic modulus (N m⁻²), spring constant (Nm⁻¹)</td>
</tr>
<tr>
<td>K</td>
<td>Reaction constant, association constant (M⁻¹)</td>
</tr>
<tr>
<td>kₐ</td>
<td>Dissociation constant (= 1/Kₐ)</td>
</tr>
<tr>
<td>kₐ</td>
<td>Area compressibility modulus (J m⁻²)</td>
</tr>
<tr>
<td>kₚ</td>
<td>Bending modulus (J)</td>
</tr>
<tr>
<td>L</td>
<td>Latent heat (J mol⁻¹), thickness of polymer brush layer (m)</td>
</tr>
<tr>
<td>l</td>
<td>Length (m), unit segment length in polymer chain (m)</td>
</tr>
<tr>
<td>lᵣ</td>
<td>Critical hydrocarbon chain length (m)</td>
</tr>
<tr>
<td>M</td>
<td>Concentration (mol dm⁻³), molecular weight, mean aggregation number</td>
</tr>
<tr>
<td>MW</td>
<td>Molecular weight (Da)</td>
</tr>
<tr>
<td>m</td>
<td>Mass (kg)</td>
</tr>
<tr>
<td>n</td>
<td>Refractive index, number of segments in a polymer chain</td>
</tr>
<tr>
<td>p</td>
<td>Pressure (Nm⁻²)</td>
</tr>
<tr>
<td>pK</td>
<td>pK = -log₁₀[concentration of H⁺ ions in M]</td>
</tr>
<tr>
<td>Q, q</td>
<td>Charge (C)</td>
</tr>
<tr>
<td>R</td>
<td>Radius (m)</td>
</tr>
<tr>
<td>Rₛ</td>
<td>Radius of gyration of polymer (m)</td>
</tr>
<tr>
<td>Rᵢ</td>
<td>Flory radius of polymer (m)</td>
</tr>
<tr>
<td>r</td>
<td>Interatomic distance (m), radius (m)</td>
</tr>
<tr>
<td>S</td>
<td>Entropy</td>
</tr>
<tr>
<td>s</td>
<td>Mean distance between polymer anchoring sites (m)</td>
</tr>
<tr>
<td>T</td>
<td>Temperature (K)</td>
</tr>
<tr>
<td>Tₛ, Tₚ</td>
<td>Melting or boiling points (K or °C)</td>
</tr>
<tr>
<td>Tₑ</td>
<td>Lipid chain melting temperature</td>
</tr>
<tr>
<td>u</td>
<td>Dipole moment (C m)</td>
</tr>
<tr>
<td>U</td>
<td>Molar cohesive energy (J mol⁻¹), internal energy (J mol⁻¹)</td>
</tr>
<tr>
<td>Vᵣ, v₀</td>
<td>Molar volume (m³), volume (m³)</td>
</tr>
<tr>
<td>Wᵣ</td>
<td>Interaction free energy (J), pair potential (J)</td>
</tr>
<tr>
<td>X, Y</td>
<td>Dimensionless concentration (e.g., mole fraction), Young's modulus (N m⁻²)</td>
</tr>
<tr>
<td>z, x</td>
<td>Valency, Polarizability (C² m² J⁻¹), interaction energy parameter (J or J m⁻¹)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ</td>
<td>Surface tension (N m⁻¹), surface energy (J m⁻²), tanh((\psi_0/4kT)) ≈ (\tanh[\psi_0/(mV)/103]) at 298 K</td>
</tr>
<tr>
<td>γₛ, γₛₐb</td>
<td>Interfacial energy (J m⁻²)</td>
</tr>
<tr>
<td>θ</td>
<td>Surface coverage (number per m²)</td>
</tr>
<tr>
<td>δ</td>
<td>Stern layer thickness (m)</td>
</tr>
<tr>
<td>ε</td>
<td>Relative permittivity, static dielectric constant</td>
</tr>
<tr>
<td>ϵ</td>
<td>Energy (J or J m⁻¹)</td>
</tr>
<tr>
<td>θ</td>
<td>Angle (deg or rad), theta temperature of solvent (K)</td>
</tr>
<tr>
<td>κ</td>
<td>Inverse Debye length (m⁻¹)</td>
</tr>
<tr>
<td>λ, λ₀</td>
<td>Characteristic exponential decay length, wavelength (m)</td>
</tr>
<tr>
<td>ξ</td>
<td>Correlation length (m)</td>
</tr>
<tr>
<td>μ</td>
<td>Chemical potential</td>
</tr>
<tr>
<td>μᵣ, μ₀</td>
<td>Standard part of chemical potential due to interactions</td>
</tr>
<tr>
<td>νᵣ, ν₁</td>
<td>Frequency (s⁻¹ or Hz), ionization frequency (s⁻¹)</td>
</tr>
<tr>
<td>ρ</td>
<td>Number density (m⁻³) or mass density (kg m⁻³)</td>
</tr>
<tr>
<td>σ</td>
<td>Atomic or molecular diameter (m)</td>
</tr>
<tr>
<td>τ</td>
<td>Surface charge density (C m⁻²), standard deviation</td>
</tr>
<tr>
<td>ρᵣ, ρ₁</td>
<td>Characteristic relaxation time (s)</td>
</tr>
<tr>
<td>φ</td>
<td>Angle (deg or rad)</td>
</tr>
<tr>
<td>ψ</td>
<td>Electrostatic potential (V)</td>
</tr>
<tr>
<td>ψ₀</td>
<td>Electrostatic surface potential (V)</td>
</tr>
<tr>
<td>Π</td>
<td>Two dimensional surface pressure (N m⁻¹)</td>
</tr>
<tr>
<td>≈, ~</td>
<td>Approximately equal to, roughly</td>
</tr>
<tr>
<td>&gt;, &lt;</td>
<td>Greater than, less than</td>
</tr>
<tr>
<td>≫, ≫</td>
<td>Slightly greater than</td>
</tr>
<tr>
<td>≫, ≫</td>
<td>Greater than or equal to</td>
</tr>
<tr>
<td>≡</td>
<td>Equivalent to</td>
</tr>
<tr>
<td>∝</td>
<td>Proportional to</td>
</tr>
<tr>
<td>Δ</td>
<td>Change or difference in</td>
</tr>
<tr>
<td>≫, ≪</td>
<td>Much greater than, less than</td>
</tr>
<tr>
<td>⟨X⟩</td>
<td>Average or mean of X</td>
</tr>
<tr>
<td>[X]</td>
<td>Concentration of X</td>
</tr>
<tr>
<td>→, →</td>
<td>Approaches</td>
</tr>
<tr>
<td>□</td>
<td>Start or end of Worked Example</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>D</td>
<td>Distance between two surfaces (m)</td>
</tr>
<tr>
<td>Da</td>
<td>Dalton unit of molecular weight (same as MW)</td>
</tr>
<tr>
<td>E</td>
<td>Electric field strength (V m⁻¹)</td>
</tr>
<tr>
<td>F</td>
<td>Force (N)</td>
</tr>
<tr>
<td>G</td>
<td>Gibbs free energy</td>
</tr>
<tr>
<td>H</td>
<td>Enthalpy</td>
</tr>
<tr>
<td>I</td>
<td>Ionization potential (J)</td>
</tr>
<tr>
<td>K</td>
<td>Elastic modulus (N m⁻²), spring constant (Nm⁻¹)</td>
</tr>
<tr>
<td>Kᵣ</td>
<td>Reaction constant, association constant (M⁻¹)</td>
</tr>
<tr>
<td>Kᵣ₀</td>
<td>Dissociation constant (1/Kᵣ)</td>
</tr>
<tr>
<td>Kᵣₐ</td>
<td>Area compressibility modulus (J m⁻²)</td>
</tr>
<tr>
<td>l</td>
<td>Bending modulus (J)</td>
</tr>
<tr>
<td>L</td>
<td>Latent heat (J mol⁻¹), thickness of polymer brush layer (m)</td>
</tr>
<tr>
<td>lᵢ</td>
<td>Length (m), unit segment length in polymer chain (m)</td>
</tr>
<tr>
<td>lᵢᵣ</td>
<td>Critical hydrocarbon chain length (m)</td>
</tr>
<tr>
<td>M</td>
<td>Concentration (mol dm⁻³), molecular weight, mean aggregation number</td>
</tr>
<tr>
<td>MW</td>
<td>Molecular weight (Da)</td>
</tr>
<tr>
<td>m</td>
<td>Mass (kg)</td>
</tr>
<tr>
<td>n</td>
<td>Refractive index, number of segments in a polymer chain</td>
</tr>
<tr>
<td>P</td>
<td>Pressure (Nm⁻²)</td>
</tr>
<tr>
<td>pK</td>
<td>-log₁₀[concentration of H⁺ ions in M]</td>
</tr>
<tr>
<td>Q, q</td>
<td>Charge (C)</td>
</tr>
<tr>
<td>R</td>
<td>Radius (m)</td>
</tr>
<tr>
<td>Rₛ</td>
<td>Radius of gyration of polymer (m)</td>
</tr>
<tr>
<td>Rₓ</td>
<td>Flory radius of polymer (m)</td>
</tr>
<tr>
<td>r</td>
<td>Intermolecular distance (m), radius (m)</td>
</tr>
<tr>
<td>S</td>
<td>Entropy</td>
</tr>
<tr>
<td>s</td>
<td>Mean distance between polymer anchoring sites (m)</td>
</tr>
<tr>
<td>T</td>
<td>Temperature (K)</td>
</tr>
<tr>
<td>T_m, T R</td>
<td>Melting or boiling points (K or °C)</td>
</tr>
<tr>
<td>T_c</td>
<td>Lipid chain melting temperature</td>
</tr>
<tr>
<td>u</td>
<td>Dipole moment (C m)</td>
</tr>
<tr>
<td>U</td>
<td>Molar cohesive energy (J mol⁻¹), internal energy (J mol⁻¹)</td>
</tr>
<tr>
<td>V, v</td>
<td>Molar volume (m³), volume (m³)</td>
</tr>
<tr>
<td>Wₛ, w</td>
<td>Interaction free energy (J), pair potential (J)</td>
</tr>
<tr>
<td>X, Y</td>
<td>Dimensionless concentration (e.g., mole fraction)</td>
</tr>
<tr>
<td>z</td>
<td>Young’s modulus (N m⁻²)</td>
</tr>
<tr>
<td>χ</td>
<td>Valency</td>
</tr>
<tr>
<td>γ</td>
<td>Surface tension (N m⁻¹), surface energy (J m⁻²), tanh(εψₒ/4kT) ≈ tanh[ψₒ(mV)/103] at 298 K</td>
</tr>
<tr>
<td>γ_AB</td>
<td>Interfacial energy (J m⁻²)</td>
</tr>
<tr>
<td>Γ</td>
<td>Surface coverage (number per m²)</td>
</tr>
<tr>
<td>δ</td>
<td>Stern layer thickness (m)</td>
</tr>
<tr>
<td>ε</td>
<td>Relative permittivity, static dielectric constant</td>
</tr>
<tr>
<td>e</td>
<td>Energy (J or J m⁻¹)</td>
</tr>
<tr>
<td>θ</td>
<td>Angle (deg or rad), theta temperature of solvent (K)</td>
</tr>
<tr>
<td>κ</td>
<td>Inverse Debye length (m⁻¹)</td>
</tr>
<tr>
<td>λ, λ₀</td>
<td>Characteristic exponential decay length, wavelength (m)</td>
</tr>
<tr>
<td>ξ</td>
<td>Correlation length (m)</td>
</tr>
<tr>
<td>μ</td>
<td>Chemical potential</td>
</tr>
<tr>
<td>μᵣ, μ₀</td>
<td>Standard part of chemical potential due to interactions</td>
</tr>
<tr>
<td>ν</td>
<td>Frequency (s⁻¹ or Hz), ionization frequency (s⁻¹)</td>
</tr>
<tr>
<td>ρ</td>
<td>Number density (m⁻³) or mass density (kg m⁻³)</td>
</tr>
<tr>
<td>σ</td>
<td>Atomic or molecular diameter (m)</td>
</tr>
<tr>
<td>τ</td>
<td>Surface charge density (C m⁻²), standard deviation</td>
</tr>
<tr>
<td>τᵣ</td>
<td>Characteristic relaxation time (s)</td>
</tr>
<tr>
<td>φ</td>
<td>Angle (deg or rad)</td>
</tr>
<tr>
<td>ψ</td>
<td>Electrostatic potential (V)</td>
</tr>
<tr>
<td>ψ₀</td>
<td>Electrostatic surface potential (V)</td>
</tr>
<tr>
<td>Π</td>
<td>Two dimensional surface pressure (N m⁻¹)</td>
</tr>
</tbody>
</table>

≈, ~ | Approximately equal to, roughly |
> , < | Greater than, less than |
≥ , > | Slightly greater than |
≥ , ≥ | Greater than or equal to |
≡, ≈ | Equivalent to |
∝ | Proportional to |
Δ | Change or difference in |
≫ , ∨ | Much greater than, less than |
⟨X⟩ | Average or mean of X |
[X] | Concentration of X |
→ | Approaches |
□ | Start or end of Worked Example |
PART ONE

THE FORCES BETWEEN ATOMS AND MOLECULES:
PRINCIPLES AND CONCEPTS
CHAPTER 1

HISTORICAL PERSPECTIVE

1.1 THE FOUR FORCES OF NATURE

It is now well established that there are four distinct forces in nature. Two of these are the strong and weak interactions that act between neutrons, protons, electrons and other elementary particles. These two forces have a very short range of action, less than $10^{-5}$ cm, and belong to the domain of nuclear and high-energy physics. The other two forces are the electromagnetic and gravitational interactions that act between atoms and molecules (as well as between elementary particles). These forces are effective over a much larger range of distances, from subatomic to practically infinite distances, and are consequently the forces that govern the behaviour of everyday things (Fig. 1.1). For example, electromagnetic forces—the source of all intermolecular interactions—determine the properties of solids, liquids and gases, the behaviour of particles in solution, chemical reactions and the organization of biological structures. Gravitational forces account for tidal motion and many cosmological phenomena, and when acting together with intermolecular forces, determine such phenomena as the height that a liquid will rise in small capillaries and the maximum size that animals and trees can attain (Thompson, 1968).

This book is mainly concerned with intermolecular forces. Let us enter the subject by briefly reviewing its historical developments from the ancient Greeks to the present day.

1.2 GREEK AND MEDIEVAL NOTIONS OF INTERMOLECULAR FORCES

The Greeks found that they needed only two fundamental forces to account for all natural phenomena. One was Love, the other was Hate. The first brought things together while the second caused them to part. The idea was
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This book is mainly concerned with intermolecular forces. Let us enter the subject by briefly reviewing its historical developments from the ancient Greeks to the present day.

1.2 GREEK AND MEDIEVAL NOTIONS OF INTERMOLECULAR FORCES

The Greeks found that they needed only two fundamental forces to account for all natural phenomena. One was Love, the other was Hate. The first brought things together while the second caused them to part. The idea was
first proposed by Empedocles around 450 B.C., was much 'improved' by Aristotle, and formed the basis of chemical theory for 2000 years.

The ancients appear to have been particularly inspired by certain mysterious forces, or influences, that sometimes appeared between various forms of matter (forces that we would now label as magnetic or electrostatic). They were intrigued by the 'action-at-a-distance' property displayed by these forces, as well as by gravitational forces, and were moved to reflect upon their virtues. What they lacked in concrete experimental facts they more than made up for by the abundant resources of their imagination (see Problem 1.1). Thus, magnetic forces could cure diseases, though they could also cause melancholy and thievery. Magnets could be used to find gold, and they were effective as love potions and for testing the chastity of women. Unfortunately, some magnetic substances lost their powers if rubbed with garlic (but they usually recovered when treated with goat's blood). Electric phenomena were endowed with attributes no less spectacular, manifesting themselves as visible sparks in addition to a miscellany of attractive or repulsive influences that appeared when different bodies were rubbed together. All these wondrous practices, and much else, were enjoyed by our forebears until well into the seventeenth century.

1.3 Early Scientific Period: Contrasts with Gravitational Forces

In the seventeenth century our subject entered its first phase of scientific scrutiny. Newton considered how the forces between molecules could be linked to the physical properties of matter, and later a number of eighteenth century researchers investigated the phenomenon of the capillary rise of liquids in glass tubes. In 1808 Clairaut suggested that capillarity could be explained if the attraction between the liquid and glass molecules was different from the attraction of the liquid molecules for themselves. It was also noticed that the height of rise of a liquid column does not depend on the capillary wall thickness, which led to the conclusion that these forces must be of very short range (or, in the language of the time, extended over 'insensible' distances).

During the nineteenth century it was believed that one simple universal force law (similar to Newton's law for the gravitational force) would eventually be found to account for all intermolecular attractions. To this end a number of interaction potentials were proposed that invariably contained the masses of the molecules, attesting to the belief at the time that these forces are related to gravitational forces. Thus, typical interaction potentials of two molecules were of the form \( w(r) = -\frac{Cm_1 m_2}{r^2} \), which is related to
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During the nineteenth century it was believed that one simple universal force law (similar to Newton's law for the gravitational force) would eventually be found to account for all intermolecular attractions. To this end a number of interaction potentials were proposed that invariably contained the masses of the molecules, attesting to the belief at the time that these forces are related to gravitational forces. Thus, typical interaction potentials of two molecules were of the form \( w(r) = -\frac{Cm_1m_2}{r^2} \), which is related to...
the force law $F(r)$ between them by

$$ F(r) = -\frac{dw(r)}{dr} = -nCm_1m_2/r^{n+1}, \tag{1.1} $$

where $m_1, m_2$ are the molecular masses, $r$ their separation, $C$ a constant, and $n$ some integer believed to be 4 or 5, which may be compared with $n = 1$ for the gravitational interaction:

$$ w(r) = -Gm_1m_2/r, \quad G = 6.67 \times 10^{-11} \text{ N m}^2\text{ kg}^{-2}. \tag{1.2} $$

It is instructive to see how the power-law index $n$ was so chosen. It arose from an appreciation of the fact that intermolecular forces are not to extend over large distances, the value of $n$ must be greater than 3. Why this is so can be simply established as follows: suppose the attractive potential between two molecules or particles to be of the general form $w = -C/r^n$, where $n$ is an integer. Now consider a region of space where the number density of these molecules is $\rho$. This region can be a solid, a liquid, a gas, or even a region in outer space extending over astronomical distances. Let us add all the interaction energies of one particular molecule with all the other molecules in the system. The number of molecules in a region of space between $r$ and $(r + dr)$ away will be $4\pi r^2 dr$ (since $4\pi r^2 dr$ is the volume of a spherical shell of radius $r$ and thickness $dr$, i.e., of area $4\pi r^2$ and thickness $dr$). The total interaction energy of one molecule with all the other molecules in the system will therefore be given by

$$ \text{total energy} = \int_{\rho}^{L} w(r) 4\pi r^2 dr = -4\pi C \rho \int_{\sigma}^{L} r^{2-n} dr $$

$$ = -4\pi C \rho \left[ \frac{r^{3-n}}{3-n} \right]_{\sigma}^{L} $$

$$ = -4\pi C \rho \left[ \frac{L^{3-n} - \sigma^{3-n}}{3-n} \right] \quad \text{for} \quad n > 3 \quad \text{and} \quad L \gg \sigma, \tag{1.3} $$

where $\sigma$ is the diameter of the molecules and $L$ is the size of the system (e.g., the dimensions of a solid or the size of the box containing a gas). We can see that since $\sigma$ must be smaller than $L$ (i.e., $\sigma/L < 1$), large distance contributions to the interaction will disappear only for values of $n$ greater than 3 (i.e., for $n = 4, 5, 6, \ldots$). But for $n$ smaller than 3, the second term in Eq. (1.3) will be greater, and the contribution from more distant molecules will dominate over that of nearby molecules. In such cases the size of the system must be taken into account, as occurs for the gravitational force where

$$ n = 1 \quad \text{and where distant planets, stars, and even galaxies are still strongly interacting with each other (see Problem 1.22)}.$$

In later chapters we shall see that theoretical derivations of intermolecular force potentials do indeed predict that $n$ always exceeds 3 asymptotically, and it is for this reason that the bulk properties of solids, liquids and gases do not depend on the volume of material or on the size of the container (unless these are extremely small) but only on the forces between molecules in close proximity to each other. Important long-range intermolecular forces also exist, especially between macroscopic particles and surfaces, but their effective range of action rarely exceeds 100 nm.

Returning to the latter part of the nineteenth century, hopes for an all-embracing force law dwindled as it became increasingly apparent that no suitable candidate would be forthcoming to explain the multitude of

---

Fig. 1.2. Long-range effects produced by short-range forces. (a) Capillary rise of liquids in narrow channels. (b) Shape of water filament flowing out from a tap. (c) Unduloid shape of a spider’s web, a ‘frozen’ intermediate state of (b). (d) Action of detergent molecules in removing oily dirt from a fabric. Top to bottom: progressive addition of detergent diminishes the contact area of oil droplets on fibre until they finally detach. (d) From Adam and Stevenson, 1953.)
the force law $F(r)$ between them by
\[ F(r) = -\frac{dw(r)}{dr} = -nCm_1m_2/r^{n+1}, \quad (1.1) \]
where $m_1$, $m_2$ are the molecular masses, $r$ their separation, $C$ a constant, and $n$ some integer believed to be 4 or 5, which may be compared with $n = 1$ for the gravitational interaction:
\[ w(r) = -Gm_1m_2/r, \quad G = 6.67 \times 10^{-11} \text{ N m}^2 \text{ kg}^{-2}. \quad (1.2) \]

It is instructive to see how the power-law index $n$ was so chosen. It arose from an appreciation of the fact that intermolecular forces are not to extend over large distances, the value of $n$ must be greater than 3. Why this is so can be simply established as follows: suppose the attractive potential between two molecules or particles to be of the general form $w = -C/r^n$, where $n$ is an integer. Now consider a region of space where the number density of these molecules is $\rho$. This region can be a solid, a liquid, a gas, or even a region in outer space extending over astronomical distances. Let us add all the interaction energies of one particular molecule with all the other molecules in the system. The number of molecules in a region of space between $r$ and $(r + dr)$ away will be $\rho 4\pi r^2 dr$ (since $4\pi r^2 dr$ is the volume of a spherical shell of radius $r$ and thickness $dr$, i.e., of area $4\pi r^2$ and thickness $dr$). The total interaction energy of one molecule with all the other molecules in the system will therefore be given by
\[
total \text{ energy} = \int_0^L w(r)\rho 4\pi r^2 dr = -4\pi C\rho \int_0^L r^{2-n} dr
= -\frac{4\pi C\rho}{(n-3)\sigma^{n-3}} \left[ 1 - \frac{\sigma^n}{L^n} \right]
= -\frac{4\pi C\rho}{(n-3)\sigma^{n-3}} \quad \text{for} \quad n > 3 \quad \text{and} \quad L > \sigma,
\quad (1.3, 1.4)\]

where $\sigma$ is the diameter of the molecules and $L$ is the size of the system (e.g., the dimensions of a solid or the size of the box containing a gas). We can see that since $\sigma$ must be smaller than $L$ (i.e., $\sigma/L < 1$), large distance contributions to the interaction will disappear only for values of $n$ greater than 3 (i.e., for $n = 4, 5, 6, \ldots$). But for $n$ smaller than 3, the second term in Eq. (1.3) will be greater, and the contribution from more distant molecules will dominate over that of nearby molecules. In such cases the size of the system must be taken into account, as occurs for the gravitational force where

\[ n = 1 \text{ and where distant planets, stars, and even galaxies are still strongly interacting with each other (see Problem 1.2).} \]

In later chapters we shall see that theoretical derivations of intermolecular force potentials do indeed predict that $n$ always exceeds 3 asymptotically, and it is for this reason that the bulk properties of solids, liquids and gases do not depend on the volume of material or on the size of the container (unless these are extremely small) but only on the forces between molecules in close proximity to each other. Important long-range intermolecular forces also exist, especially between macroscopic particles and surfaces, but their effective range of action rarely exceeds 100 nm.

Returning to the latter part of the nineteenth century, hopes for an all-embracing force law dwindled as it became increasingly apparent that no suitable candidate would be forthcoming to explain the multitude of
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phenomena. However, by this time the modern concept of surface tension forces was firmly established, as was the recognition that these forces are the same as those that hold molecules together in solids and liquids, and that in both cases they arise from interactions acting over very short distances. In addition, it was shown how these very short-range surface tension forces can account for such phenomena as capillarity, the shapes of macroscopic liquid droplets on surfaces, the contact angle between coalescing soap bubbles, and the breakup of a jet of water into spherical droplets (Fig. 1.2). Thus it was established that very short-range forces can lead to very long-range (i.e., macroscopic) effects. But further developments were to be forthcoming from quite different quarters: from work on gases rather than liquids.

1.4 FIRST SUCCESSFUL PHENOMENOLOGICAL THEORIES

In an attempt to explain why real gases did not obey the ideal gas law ($PV = RT$, where $P$ is the pressure, $V$ the molar volume, $R$ the gas constant, and $T$ the temperature), the Dutch physicist J. D. van der Waals considered the effects of attractive forces between molecules (at a time when the very existence of molecules as we know them today was still being hotly debated). In 1873 he arrived at his famous equation of state for gases and liquids,

$$(P + a/V^2)(V - b) = RT$$

in which he subtracted the term $b$ from the volume to account for the finite size of molecules and added the term $a/V^2$ to the pressure to account for the attractive intermolecular forces now known as van der Waals forces.

By the early twentieth century it was recognized that intermolecular forces are not of a simple nature, and the pursuit of one basic force law gave way to a less ambitious search for semiempirical expressions that could account for specific phenomena. In this vein Mie, in 1903, proposed an interaction "pair potential" of the form

$$w(r) = -A/r^6 + B/r^12$$

which for the first time included a repulsive term as well as an attractive term. This was the first of a number of similar laws that successfully accounted for a wide range of phenomena, and it is still used today, as is the van der Waals equation of state. Later we shall see how the parameters in potentials such as the Mie potential can be related to the constants $a$ and $b$ in the van der Waals equation of state. Lamentably, it was soon found that many different potentials with a wide range of (adjustable) parameters would satisfactorily account for the same experimental data, such as the elasticity of solids or the $P-V-T$ behaviour of gases. Thus, while such empirical equations were useful, the nature and origin of the forces themselves remained a mystery.

**WORKED EXAMPLE**

**Question:** The Lennard-Jones potential

$$w(r) = -A/r^6 + B/r^{12}$$

is a special case of the Mie potential, Eq. (1.6). In this potential the attractive (negative) contribution is the van der Waals interaction potential which varies with the inverse-sixth power of the distance. Make a sketch of how the energy $w(r)$ and force $F(r)$ vary with $r$. What does the Lennard-Jones potential predict for (i) the separation $r = r_e$, when the energy is at the minimum (equilibrium) value, $w_{min}$, (ii) the ratio of $w_{min}$ to the purely attractive van der Waals component of the interaction potential at $r_e$, (iii) the ratio of $r_e$ to $r_0$ defined by $w(r_0) = 0$, and (iv) the ratio of $r_e$ to $r_0$, where $r_0$ is the separation where the (adhesive) force is maximum, $F_{max}$?

**Answer:**

- Figure 1.3 shows schematic plots of $w(r)$ and $F(r)$.
  - $w(r)$ is minimum when $dw/dr = 0$. This occurs at $r = r_e = (2B/A)^{1/6}$.
  - Substituting $r_e$ into Eq. (1.7) gives $w(r_e) = w_{min} = -A/2B = -A/2r_e^6$.
  - $w_{min}/w_{max}(r_e) = (-A/2r_e^6)/(-A/2r_0^6) = \frac{r_0^6}{r_e^6}$.
  - Since $w(r) = 0$ at $r = r_0 = (B/A)^{1/6}$, we obtain $r_e/r_0 = 2^{1/6} = 1.12$.
  - The force is given by $F = -dw/dr$, and $F_{max}$ occurs at $dr^2/dr = 0$, i.e., when $r = r_e = (2B/7A)^{1/6}$. Thus $r_e/r_0 = (26/7)^{1/6} = 1.24$.
  - $w_{min} = -A^2/4B = -2.5 \times 10^{-21}$ J \approx 2.5 \times 10^{-21} \times 4.1 \times 10^{-21} = 0.61$ kT at 298 K.
  - $F_{max} = -dw/dr = -6A/r^7 + 12B/r^{13}$ at $r = (26B/7A)^{1/6} = 0.3935$ nm.
  - Thus $F_{max} = -(126A^2/169B)/(26B/7A)^{1/6} = -1.89 \times 10^{-11}$ N (attractive).
  - Conventional all-purpose laboratory balances can measure down to about $10^{-9}$ N. To measure weaker forces one needs specialized techniques. The
phenomena. However, by this time the modern concept of surface tension forces was firmly established, as was the recognition that these forces are the same as those that hold molecules together in solids and liquids, and that in both cases they arise from interactions acting over very short distances. In addition, it was shown how these very short-range surface tension forces can account for such phenomena as capillarity, the shapes of macroscopic liquid droplets on surfaces, the contact angle between coalescing soap bubbles, and the breakup of a jet of water into spherical droplets (Fig. 1.2). Thus it was established that very short-range forces can lead to very long-range (i.e., macroscopic) effects. But further developments were to be forthcoming from quite different quarters: from work on gases rather than liquids.

1.4 First Successful Phenomenological Theories

In an attempt to explain why real gases did not obey the ideal gas law ($PV = RT$, where $P$ is the pressure, $V$ the molar volume, $R$ the gas constant, and $T$ the temperature), the Dutch physicist J. D. van der Waals considered the effects of attractive forces between molecules (at a time when the very existence of molecules as we know them today was still being hotly debated). In 1873 he arrived at his famous equation of state for gases and liquids,

$$ (P + a/V^2)(V - b) = RT. $$

in which he subtracted the term $b$ from the volume to account for the finite size of molecules and added the term $a/V^2$ to the pressure to account for the attractive intermolecular forces now known as van der Waals forces.

By the early twentieth century it was recognized that intermolecular forces are not of a simple nature, and the pursuit of one basic force law gave way to a less ambitious search for semiempirical expressions that could account for specific phenomena. In this vein Mie, in 1903, proposed an interaction 'pair potential' of the form

$$ w(r) = -A/r^6 + B/r^{12}, $$

(1.6)

which for the first time included a repulsive term as well as an attractive term. This was the first of a number of similar laws that successfully accounted for a wide range of phenomena, and it is still used today, as is the van der Waals equation of state. Later we shall see how the parameters in potentials such as the Mie potential can be related to the constants $a$ and $b$ in the van der Waals equation of state. Lamentably, it was soon found that many different potentials with a wide range of (adjustable) parameters would satisfactorily account for the same experimental data, such as the elasticity of solids or the $P-V-T$ behaviour of gases. Thus, while such empirical equations were useful, the nature and origin of the forces themselves remained a mystery.

\[ \Box \] WORKED EXAMPLE \[ \]

**Question:** The Lennard-Jones potential

$$ w(r) = -A/r^6 + B/r^{12} $$

(1.7)

is a special case of the Mie potential, Eq. (1.6). In this potential the attractive (negative) contribution is the van der Waals interaction potential which varies with the inverse-sixth power of the distance (Chapter 6). Make a sketch of how the energy $w(r)$ and force $F(r)$ vary with $r$. What does the Lennard-Jones potential predict for (i) the separation $r = r_s$ when the energy is at the minimum (equilibrium) value, $w_{\text{min}}$, (ii) the ratio of $w_{\text{min}}$ to the purely attractive van der Waals component of the interaction potential at $r = r_s$, (iii) the ratio of $r_s$ to $r_0$ defined by $w(r_0) = 0$, and (iv) the ratio of $r_s$ to $r_0$, where $r_s$ is the separation where the (adhesive) force is maximum, $F_{\text{max}}$?

For the interaction between two atoms the values of $A$ and $B$ are known to be $A = 10^{-77}$ J m$^{-6}$ and $B = 10^{-134}$ J m$^{-12}$. What is $w_{\text{min}}$ for this interaction in units of kT at 298 K, and what is the maximum adhesion force $F_{\text{max}}$ between the two atoms? Is this force measurable with a sensitive balance?

**Answer:**

- Figure 1.3 shows schematic plots of $w(r)$ and $F(r)$.
- $w(r)$ is minimum when $dw/dr = 0$. This occurs at $r = r_s = (2B/A)^{1/6}$.
- Substituting $r_s$ into Eq. (1.7) gives $w(r_s) = w_{\text{min}} = -A^2/2B = -A/2r_s^6$.
- $w_{\text{min}}/w_{\text{vdw}}(r_s) = (-A/2r_s^6)/(-A/2r_s^6) = 1$.
- Since $w(r) = 0$ at $r = r_0 = (B/A)^{1/6}$, we obtain $r_s/r_0 = 2^{1/6} = 1.12$.
- The force is given by $F = -dw/dr$, and $F_{\text{max}}$ occurs at $d^2w/dr^2 = 0$, i.e. when $r = r_s = (26B/7A)^{1/6}$. Thus $r_s/r_0 = (26/7)^{1/6} = 1.24$.
- $w_{\text{min}} = -A^2/2B = 2.5 \times 10^{-21}$ J $\rightarrow 2.5 \times 10^{-21}/4.1 \times 10^{-21} = 0.61$ kT at 298 K.
- $F_{\text{max}} = -dw/dr = -6A/r^7 + 12B/r^{13}$ at $r = (26B/7A)^{1/6} = 0.3935$ nm. Thus $F_{\text{max}} = -(126A^2/169B)/(26B/7A)^{1/6} = -1.89 \times 10^{-11}$ N (attractive).
- Conventional all-purpose laboratory balances can measure down to about $10^{-9}$ N. To measure weaker forces one needs specialized techniques.
1.5 MODERN VIEW OF THE ORIGIN OF INTERMOLECULAR FORCES

Only with the elucidation of the electronic structure of atoms and molecules and the development of the quantum theory in the 1920s was it possible to understand the origin of intermolecular forces and derive expressions for their interaction potentials. It was soon established that all intermolecular forces are essentially electrostatic in origin. This is encapsulated in the Hellman-Feynman theorem, which states that once the spatial distribution of the electron clouds has been determined by solving the Schrödinger equation, the intermolecular forces may be calculated on the basis of straightforward classical electrostatics. This theorem greatly simplified notions of the nature of intermolecular forces.\(^1\)

Thus, for two charges, we have the familiar inverse-square Coulomb force, while for moving charges we have electromagnetic forces, and for the complex fluctuating charge distributions occurring in and around atoms, we obtain the various interatomic and intermolecular bonding forces familiar to physics, chemistry, and biology.

This seems marvellously simple. Unfortunately, exact solutions of the Schrödinger equation are not easy to come by. In fact, it is even too difficult to solve (exactly) something as simple as two hydrogen atoms interacting in vacuum. For this reason, it has been found useful to classify intermolecular interactions into a number of seemingly different categories even though they all have the same fundamental origin.\(^2\) Thus, such commonly encountered terms as ionic bonds, metallic bonds, van der Waals forces, hydrophobic interactions, hydrogen bonding and solvation forces are a result of this classification, often accompanied by further divisions into strong and weak interactions and short-range and long-range forces. Such distinctions can be very useful, but they can also lead to confusion, for example, when the same interaction is 'counted twice' or when two normally distinct interactions are strongly coupled.

1.6 RECENT TRENDS

Today, as more and more information is accumulating on the properties of diverse systems at the molecular level, there is a natural desire to understand

---

\(^1\) Later we shall encounter a very useful analogous theorem—the 'contact value theorem'—which gives the force between two surfaces once the density distribution of molecules, ions or particles in the space between them is known.

\(^2\) Some physicists believe that some of the four fundamental forces of nature are likewise related.
1.5 Modern view of the origin of intermolecular forces

Only with the elucidation of the electronic structure of atoms and molecules and the development of the quantum theory in the 1920s was it possible to understand the origin of intermolecular forces and derive expressions for their interaction potentials. It was soon established that all intermolecular forces are essentially electrostatic in origin. This is encapsulated in the Hellman–Feynman theorem, which states that once the spatial distribution of the electron clouds has been determined by solving the Schrödinger equation, the intermolecular forces may be calculated on the basis of straightforward classical electrostatics. This theorem greatly simplified notions of the nature of intermolecular forces.¹

Thus, for two charges, we have the familiar inverse-square Coulomb force, while for moving charges we have electromagnetic forces, and for the complex fluctuating charge distributions occurring in and around atoms, we obtain the various interatomic and intermolecular bonding forces familiar to physics, chemistry and biology.

This seems marvellously simple. Unfortunately, exact solutions of the Schrödinger equation are not easy to come by. In fact, it is even too difficult to solve (exactly) something as simple as two hydrogen atoms interacting in vacuum. For this reason, it has been found useful to classify intermolecular interactions into a number of seemingly different categories even though they all have the same fundamental origin.² Thus, such commonly encountered terms as ionic bonds, metallic bonds, van der Waals forces, hydrophobic interactions, hydrogen bonding and solvation forces are a result of this classification, often accompanied by further divisions into strong and weak interactions and short-range and long-range forces. Such distinctions can be very useful, but they can also lead to confusion, for example, when the same interaction is ‘counted twice’ or when two normally distinct interactions are strongly coupled.

1.6 Recent trends

Today, as more and more information is accumulating on the properties of diverse systems at the molecular level, there is a natural desire to understand

¹ Later we shall encounter a very useful analogous theorem—the ‘contact value theorem’—which gives the force between two surfaces once the density distribution of molecules, ions or particles in the space between them is known.

² Some physicists believe that some of the four fundamental forces of nature are likewise related.
these phenomena in terms of the operative forces. Until recently there were three main areas of activity. The first was largely devoted to the forces acting between simple atoms and molecules in gases, where various quantum mechanical and statistical mechanical calculations are able to account for many of their physical properties (Hirschfelder et al., 1954). The second area was concerned with the chemical bonding of ions, atoms and molecules in solids (Pauling, 1960), while the third dealt with the long-range interactions between surfaces and small ‘colloidal’ particles suspended in liquids (Verwey and Overbeek, 1948)—an area that is traditionally referred to as colloid science.

More recently, the scope of endeavour has broadened to include liquid structure, surface and thin-film phenomena, ‘complex fluids’ such as surfactant and polymer ‘self-assembling’ systems, material properties, biological macromolecules and the interactions of biological structures (all of which are considered in this book). Not only are static (equilibrium) forces being investigated but also dynamic (e.g., viscous and time-dependent) forces, and modern theoretical tools now routinely include Monte Carlo, molecular dynamics and other computer simulation techniques.

The subject has become so spread out that a tendency has developed for different disciplines to adopt their own concepts and terminology, and even to emphasize quite different aspects of interactions that are essentially the same. For example, in chemistry and biology, emphasis is placed almost entirely on the short-range force fields around atoms and molecules, rarely extending more than one or two atomic distances. The language of the present-day molecular biologist is full of terms such as molecular packing, specific binding sites, lock and key mechanisms, etc., all of which are essentially short range. In the different, though closely related area of colloid science, the emphasis is quite often on the long-range forces, which may determine whether two surfaces or particles are able to get close enough in the first place before they can interact via the types of short-range forces mentioned above. In this discipline one is more likely to hear about electric double-layer forces, van der Waals forces, steric polymer interactions, etc., all of which are essentially long range.

The situation is not quite as silly as it sounds. Often the important interactions in chemistry and biochemistry are the short-range ones, while those in colloidal systems are the long-range ones. But such contemporary issues no longer form part of our historical perspective. Their understanding requires some knowledge of the strength, range, and mode of action of different types of forces and thus leads us naturally into the subject matter of this book.

PROBLEMS AND DISCUSSION TOPICS

1.1 Aristotle: Now, Plato, let us lay the foundations of the physics of motion.

Plato: We agree that the motion of any natural body is caused by its need for fulfillment?

Aristotle: And that each body is naturally carried to its appropriate place, which may be up or down?

Galileo: But by what impetus is this movement accomplished?

Aristotle: Ah, let me complete the theory, Simplicius. Every body experiences a natural impulse commensurate with its virtue of weight or lightness. So two bodies which differ from one another owing to excess of weight or of lightness, but are alike in other respects, move faster over an equal distance akin to the ratio which their magnitudes bear to one another.

Galileo: I see. Actually, my name is Galileo. So a heavier body falls faster than a lighter body?

Aristotle: Of course. That is the obvious conclusion.

Galileo: But then if a heavy body falls faster than a light body, I infer from your theory that an even heavier body falls more slowly!

Aristotle: How is that?

Galileo: For if I join the two bodies together by a string, the lighter will slow down the heavier while the heavier will speed up the lighter. They will therefore fall at a rate intermediate between the two bodies falling alone. But, since I tied them together, the two bodies have been turned into a single mass which is heavier than either. So surely it should fall faster than either body. We are therefore faced with a paradox. It appears to me that the only way to resolve this paradox is to conclude that all bodies must fall at the same rate.

Aristotle: Your paradox is indeed intriguing.

Galileo: How about we do an experiment with two balls to test it?

Aristotle: Eh?

Question: Is either of them right? If you claim Galileo to be right explain how he could arrive at the correct answer when none of the postulates are based on any experimental observation? (This problem furnishes a good example of Rothchild’s Rule: ‘For every phenomenon, however complex, someone will eventually come up with a simple and elegant theory. This theory will be wrong.’ For further reading on early ideas on gravitation see Aristotle’s
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Consider the universe as composed of particles, stars and galaxies distributed randomly but uniformly within a spherical region of space of average mass density $\rho$ and radius $R$. The particles interact via the inverse square gravitational force law given by Eq. (1.1). One particle of mass $m$ is at a finite distance $r$ from the centre. What is the force acting on this particle when (i) $r \gg R$, (ii) $r \ll R$ and (iii) $R = \infty$ (infinite universe)? What are the implications of your results for the effect of faraway particles on neighbouring particles when all interact via an inverse square force? (For a related phenomenon to do with light find out about Olbers' Paradox.)

All the atoms in a particular solid interact via a Lennard-Jones potential, Eq. (1.7), with interaction constants $A = 10^{-77} \text{ J m}^6$ and $B = 10^{-134} \text{ J m}^{12}$ (as in the worked example in Section 1.4). Consider the approach of two such atoms where, as illustrated in Fig. 1.4, the lower is part of a solid surface and the other is at the end of a fine tip which is slowly brought vertically down. We may model this system as if the top atom is suspended from the end of a spring of effective stiffness $K$. If $K = 0.1 \text{ N m}^{-1}$, calculate the value of $r$ at which an instability occurs and the tip 'jumps' into contact with the surface. Will there be another instability, and an outward 'jump', on separating the surfaces? In reality, will the top atom or the whole tip tend to move sideways during the approach and separation process?

(Hint: to understand this problem fully it is instructive to be able to solve it graphically as well as numerically. First, plot the force $F(r)$ against $r$ (suggested range: $0.2 < r < 1.2 \text{ nm}$). Next, find at what point (or points) on the curve the slope is $+0.1 \text{ N m}^{-1}$. Draw a line through this point having this slope, and find where it cuts the curve again at another point. If you think about it, these two points on the line give the start and end points of a 'jump'. This problem can also be solved by considering the full energy-distance plot.)

Answer to numerical part: there is an instability and an inward jump from $r = 0.48 \text{ nm}$, and another instability and an outward jump on separation from $r = 0.41 \text{ nm}$. From your graphical solution you should also find the end points of these two jumps. Such mechanical instabilities occur when measuring intermolecular forces using an atomic force microscope or the forces between macroscopic surfaces using a surface forces apparatus, both of which are described in Section 10.7. They are also important in determining the displacements of atoms from their equilibrium lattice positions when two 'incommensurate' crystal lattices are in contact.

As was shown in Fig. 1.2, a long cylindrical filament of liquid is inherently unstable and tends to become unduloid and then break up into one or more spheres. For a liquid cylinder of radius $R$ (Fig. 1.5) show that the length of tube $L$ beyond which it becomes mechanically unstable is given by $L = 2\pi R$. Is this value the same as that for which the cylinder becomes thermodynamically unstable? Discuss the differences between the two. Would you expect similar instabilities for a liquid sheet or for a thin liquid film adsorbed on a surface?
1.2 Consider the universe as composed of particles, stars and galaxies distributed randomly but uniformly within a spherical region of space of average mass density $\rho$ and radius $R$. The particles interact via the inverse square gravitational force law given by Eq. (1.1). One particle of mass $m$ is at a finite distance $r$ from the centre. What is the force acting on this particle when (i) $r > R$, (ii) $r < R$ and (iii) $R = \infty$ (infinite universe)? What are the implications of your results for the effect of faraway particles on neighbouring particles when all interact via an inverse square force? (For a related phenomenon to do with light find out about Olbers’ Paradox.)

1.3 All the atoms in a particular solid interact via a Lennard–Jones potential, Eq. (1.7), with interaction constants $A = 10^{-77}$ J m$^6$ and $B = 10^{-134}$ J m$^{-12}$ (as in the worked example in Section 1.4). Consider the approach of two such atoms where, as illustrated in Fig. 1.4, the lower is part of a solid surface and the other is at the end of a fine tip which is slowly brought vertically down. We may model this system as if the top atom is suspended from the end of a spring of effective stiffness $K$. If $K = 0.1$ N m$^{-1}$, calculate the value of $r$ at which an instability occurs and the tip ‘jumps’ into contact with the surface. Will there be another instability, and an outward ‘jump’, on separating the surfaces? In reality, will the top atom or the whole tip tend to move sideways during the approach and separation process?

(Hint: to understand this problem fully it is instructive to be able to solve it graphically as well as numerically. First, plot the force $F(r)$ against $r$ (suggested range: $0.2 < r < 1.2$ nm). Next, find at what point (or points) on the curve the slope is $+0.1$ N m$^{-1}$. Draw a line through this point having this slope, and find where it cuts the curve again at another point. If you think about it, these two points on the line give the start and end points of a ‘jump’. This problem can also be solved by considering the full energy–distance plot.)

Answer to numerical part: there is an instability and an inward jump from $r = 0.48$ nm, and another instability and an outward jump on separation from $r = 0.41$ nm. From your graphical solution you should also find the end points of these two jumps. Such mechanical instabilities occur when measuring intermolecular forces using an atomic force microscope or the forces between macroscopic surfaces using a surface forces apparatus, both of which are described in Section 10.7. They are also important in determining the displacements of atoms from their equilibrium lattice positions when two ‘incommensurate’ crystal lattices are in contact.

1.4 As was shown in Fig. 1.2, a long cylindrical filament of liquid is inherently unstable and tends to become unduloid and then break up into one or more spheres. For a liquid cylinder of radius $R$ (Fig. 1.5) show that the length of tube $L$ beyond which it becomes mechanically unstable is given by $L = 2\pi R$. Is this value the same as that for which the cylinder becomes thermodynamically unstable? Discuss the differences between the two. Would you expect similar instabilities for a liquid sheet or for a thin liquid film adsorbed on a surface?
CHAPTER 2

SOME THERMODYNAMIC ASPECTS OF INTERMOLECULAR FORCES

2.1 INTERACTION ENERGIES OF MOLECULES IN FREE SPACE AND IN A MEDIUM

While this book is not primarily concerned with thermodynamics, it is nevertheless appropriate to start by considering some fundamental thermodynamic principles without which a mere knowledge of interaction forces will not always be very meaningful. In this chapter we shall introduce a number of simple but important thermodynamic relations and then illustrate how these, when taken together with the strength of intermolecular forces, determine the properties of a system of molecules.

At the most basic molecular level we have the interaction potential \( w(r) \) between two molecules or particles. This is usually known as the pair potential or, when the interaction takes place in a solvent medium, the potential of mean force. The interaction potential \( w(r) \) is related to the force between two molecules or particles by \( F = -\frac{dw(r)}{dr} \). Since the derivative of \( w(r) \) with respect to distance \( r \) gives the force, and hence the work that can be done by the force, \( w(r) \) is often referred to as the free energy or available energy.

In the considerations between two molecules or particles in liquids, several effects are involved that do not arise when the interaction occurs in free space. This is because an interaction in a medium always involves many solvent molecules, i.e., it is essentially a many-body interaction. Some of these effects are illustrated in Fig. 2.1 and will now be described.

(i) For two solute molecules in a solvent, their pair potential \( w(r) \) includes not only the direct solute–solute interaction energy but also any changes in the solute–solvent and solvent–solvent interaction energies as the two solute molecules approach each other. A dissolved solute molecule can approach another only by displacing solvent molecules from its path (Fig. 2.1a). The net force therefore also depends on the attraction between the solute molecules and the solvent molecules. Thus, while two molecules may attract each other

in free space, they may repel each other in a medium if the work that must be done to displace the solvent exceeds that gained by the approaching solute molecules.

(ii) Solute molecules often perturb the local ordering or ‘structure’ of solvent molecules (Fig. 2.1b). If the free energy associated with this perturbation varies with the distance between the two dissolved molecules, it produces an additional ‘solvation’ or ‘structural’ force between them.

(iii) Solute–solvent interactions can change the properties of dissolved molecules, such as their dipole moment and charge (degree of ionization). The properties of dissolved molecules may therefore be different in different media.

(iv) Finally, when an individual molecule is introduced into a condensed medium, we must not forget the cavity energy expended by the medium when it forms the cavity to accommodate the guest molecule (Fig. 2.1c).

These effects are obviously interrelated and are collectively referred to as solvent effects or medium effects. They manifest themselves to different degrees depending on the nature and strength of solute–solute, solute–solvent and

\[ \text{Fig. 2.1. Some solvent effects involved in the interactions of dissolved solute molecules or particles. (a) Displacement of solvent by two approaching solute molecules. (b) Solvation (ordering) of solvent molecules by solute. (c) Cavity formation by solute prior to solute insertion.} \]
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While this book is not primarily concerned with thermodynamics, it is nevertheless appropriate to start by considering some fundamental thermodynamic principles without which a mere knowledge of interaction forces will not always be very meaningful. In this chapter we shall introduce a number of simple but important thermodynamic relations and then illustrate how these, when taken together with the strengths of intermolecular forces, determine the properties of a system of molecules.

At the most basic molecular level we have the interaction potential \( w(r) \) between two molecules or particles. This is usually known as the pair potential or, when the interaction takes place in a solvent medium, the potential of mean force. The interaction potential \( w(r) \) is related to the force between two molecules or particles by \( F = -dw(r)/dr \). Since the derivative of \( w(r) \) with respect to distance \( r \) gives the force, and hence the work that can be done by the force, \( w(r) \) is often referred to as the free energy or available energy.

In considering the forces between two molecules or particles in liquids, several effects are involved that do not arise when the interaction occurs in free space. This is because an interaction in a medium always involves many solvent molecules, i.e., it is essentially a many-body interaction. Some of these effects are illustrated in Fig. 2.1 and will now be described.

(i) For two solute molecules in a solvent, their pair potential \( w(r) \) includes not only the direct solute–solute interaction energy but also any changes in the solute–solvent and solvent–solvent interaction energies as the two solute molecules approach each other. A dissolved solute molecule can approach another only by displacing solvent molecules from its path (Fig. 2.1a). The net force therefore also depends on the attraction between the solute molecules and the solvent molecules. Thus, while two molecules may attract each other in free space, they may repel each other in a medium if the work that must be done to displace the solvent exceeds that gained by the approaching solute molecules.

(ii) Solute molecules often perturb the local ordering or ‘structure’ of solvent molecules (Fig. 2.1b). If the free energy associated with this perturbation varies with the distance between the two dissolved molecules, it produces an additional ‘solvation’ or ‘structural’ force between them.

(iii) Solute–solvent interactions can change the properties of dissolved molecules, such as their dipole moment and charge (degree of ionization). The properties of dissolved molecules may therefore be different in different media.

(iv) Finally, when an individual molecule is introduced into a condensed medium, we must not forget the cavity energy expended by the medium when it forms the cavity to accommodate the guest molecule (Fig. 2.1c).

These effects are obviously interrelated and are collectively referred to as solvent effects or medium effects. They manifest themselves to different degrees depending on the nature and strength of solute–solute, solute–solvent and
solvent–solvent interactions. In later chapters we shall investigate the various functional forms of \(w(r)\) for different types of forces and examine how solvent effects influence intermolecular and interparticle interaction potentials. In this chapter, we shall address ourselves to the thermodynamic implications arising from the existence of interaction potentials without, at this stage, inquiring as to their origins.

When an individual molecule is in a medium (gas or liquid), it has what may be called a ‘cohesive energy’ or ‘self-energy’, \(\mu^1\), associated with it. This is given by the sum of its interactions with all the surrounding molecules (which includes any change in the energy of the solvent brought about by the presence of the solute molecule). In many cases one needs to know the value of \(\mu^1\) of an isolated molecule in a medium rather than its pair potential \(w(r)\) with another individual molecule. How are \(\mu^1\) and \(w(r)\) related? Let us first consider a molecule in the gas phase, where \(w(r)\) is usually a simple power law of the form

\[
w(r) = \begin{cases} 
-C/r^n & \text{for } r > \sigma \\
\infty & \text{for } r < \sigma
\end{cases} \quad \text{(where } n > 3),
\]  

(2.1)

where \(\sigma\) is the so-called hard sphere diameter of the molecules. We may now calculate \(\mu^1\) by summing all the pair potentials \(w(r)\) over all of space (as was done in Section 1.3) and obtain

\[
\mu_{\text{gas}}^1 = \int_\sigma^\infty w(r) \rho 4\pi r^2 \, dr = -4\pi C \rho / (n-3) \sigma^{n-3}.
\]  

(2.2)

This result will be used later for deriving the van der Waals equation of state.

When a molecule is introduced from vapour into a condensed phase, \(\mu^1\) must also include the cavity energy (Fig. 2.1c). For example, in a liquid or solid each molecule can have up to 12 other molecules in contact with it (known as close packing). If a molecule is introduced into its own liquid medium, then 12 liquid molecules must first separate from each other to form the hole. This costs \(-6w(\sigma)\) in breaking the six ‘bonds’ holding the 12 molecules together, where \(w(\sigma)\) is the pair energy of two molecules in contact at \(r = \sigma\). On introducing the guest molecule, 12 new ‘bonds’ are formed costing \(+12w(\sigma)\). The net energy change is therefore

\[
\mu_{\text{liq}}^1 \approx 6w(\sigma),
\]  

(2.3)

which is half the total interaction energy of the molecule with its 12 nearest neighbours. Thus, the molar cohesive energy of a simple liquid (or solid)

may be expected to be

\[
U = -N_0 \mu_{\text{liq}}^1 \approx -6N_0 w(\sigma).
\]  

(2.4)

It is interesting that a derivation similar to Eq. (2.2) also predicts a similar value for \(U\). In a pure liquid (or solid) the number density of molecules \(\rho\) would be equal to

\[
\rho = 1/\text{(molecular volume)} = 1/[(4\pi/3)\sigma^2],
\]  

(2.5)

where \(\sigma/2\) is the molecular radius, and so we find that

\[
\mu_{\text{liq}}^1 = \frac{1}{2} \int_\sigma^\infty w(r) \rho 4\pi r^2 \, dr = -\frac{12C}{(n-3)\sigma^{n-3}} \approx -\frac{12}{(n-3)} w(\sigma),
\]  

(2.6)

which for the van der Waals interaction where \(n = 6\) (Chapter 6), gives

\[
\mu_{\text{liq}}^1 \approx 4w(\sigma) \quad \text{or} \quad U \approx -4N_0 w(\sigma).
\]  

(2.7)

As a rule of thumb we may therefore expect that the cohesive energy of a molecule in a pure liquid or solid will be somewhere between four and six times the pair energy, the higher value being applicable to simple spherical molecules that condense into close-packed structures.

An accurate calculation of a molecule’s free energy \(\mu^1\) in a liquid from the pair potential \(w(r)\) is extremely difficult. The mean number of molecules surrounding any particular molecule is not known in advance. It can be as high as 12 for simple molecules such as the inert gases and as low as four (for water). Further, the density \(\rho\) of neighbouring molecules is not uniform locally, but rather it depends on the distance \(r\) from the reference molecule (cf. Fig. 2.1b). Thus, \(\rho\) in Eq. (2.2) should really be a function of \(r\), i.e., \(\rho(r)\). This is known as the density distribution function, which can be measured (see Chapters 7 and 13) but which can only be approximately determined a priori.

For a solute molecule dissolved in a solvent medium, i.e., when it is surrounded by different molecules, the calculation of its free energy in the medium becomes more difficult. Again, if we consider the simplest case of a solute molecule (s) surrounded by 12 solvent molecules (m) of similar size, then the change in cohesive energy on transferring the solute molecule from free space into the medium will be

\[
\mu_{\text{liq}}^1 \approx \left[6w_{\text{ms}}(\sigma) - 12w_{\text{mm}}(\sigma)\right],
\]  

(2.8)
solvent–solvent interactions. In later chapters we shall investigate the various functional forms of \( w(r) \) for different types of forces and examine how solvent effects influence intermolecular and interparticle interaction potentials. In this chapter, we shall address ourselves to the thermodynamic implications arising from the existence of interaction potentials without, at this stage, inquiring as to their origins.

When an individual molecule is in a medium (gas or liquid), it has what may be called a 'cohesive energy' or 'self-energy', \( \mu^i \), associated with it. This is given by the sum of its interactions with all the surrounding molecules (which includes any change in the energy of the solvent brought about by the presence of the solute molecule). In many cases one needs to know the value of \( \mu^i \) of an isolated molecule in a medium rather than its pair potential \( w(r) \) with another individual molecule. How are \( \mu^i \) and \( w(r) \) related? Let us first consider a molecule in the gas phase, where \( w(r) \) is usually a simple power law of the form
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\[
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\]

This result will be used later for deriving the van der Waals equation of state.

When a molecule is introduced from vapour into a condensed phase, \( \mu^i \) must also include the cavity energy (Fig. 2.1c). For example, in a liquid or solid each molecule can have up to 12 other molecules in contact with it (known as close packing). If a molecule is introduced into its own liquid medium, then 12 liquid molecules must first separate from each other to form the hole. This costs \(-6w(\sigma)\) in breaking the six 'bonds' holding the 12 molecules together, where \( w(\sigma) \) is the pair energy of two molecules in contact at \( r = \sigma \). On introducing the guest molecule, 12 new 'bonds' are formed costing \(+12w(\sigma)\). The net energy change is therefore
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\]

which is half the total interaction energy of the molecule with its 12 nearest neighbours. Thus, the molar cohesive energy of a simple liquid (or solid)

may be expected to be

\[
U = -N_0 \mu^i_{\text{liq}} \approx -6N_0 w(\sigma).
\]

It is interesting that a derivation similar to Eq. (2.2) also predicts a similar value for \( U \). In a pure liquid (or solid) the number density of molecules \( \rho \) would be equal to
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As a rule of thumb we may therefore expect that the cohesive energy of a molecule in a pure liquid or solid will be somewhere between four and six times the pair energy, the higher value being applicable to simple spherical molecules that condense into close-packed structures.

An accurate calculation of a molecule's free energy \( \mu^i \) in a liquid from the pair potential \( w(r) \) is extremely difficult. The mean number of molecules surrounding any particular molecule is not known in advance. It can be as high as 12 (for simple molecules such as the inert gases) and as low as four (for water). Further, the density \( \rho \) of neighbouring molecules is not uniform locally, but rather it depends on the distance \( r \) from the reference molecule (cf. Fig. 2.1b). Thus, \( \rho \) in Eq. (2.2) should really be a function of \( r \), i.e., \( \rho(r) \). This is known as the density distribution function, which can be measured (see Chapters 7 and 13) but which can only be approximately determined \textit{a priori}.

For a solute molecule dissolved in a solvent medium, i.e., when it is surrounded by different molecules, the calculation of its free energy in the medium becomes more difficult. Again, if we consider the simplest case of a solute molecule (s) surrounded by 12 solvent molecules (m) of similar size, then the change in cohesive energy on transferring the solute molecule from free space into the medium will be

\[
\mu^i_{\text{liq}} \approx -[6w_{\text{m-}}(\sigma) - 12w_{\text{m-}}(\sigma)],
\]
since six solvent pairs must first be separated before the solute molecule can enter the medium and interact with the 12 solvent molecules. Note that if the solvent and solute molecules are the same, then \( w_{\text{sol}}(\sigma) = w_{\text{m}}(\sigma) \) and the above expression reduces to the earlier result, \( \mu' \approx 6w_{\text{m}}(\sigma) \), as expected.

Finally, it is important to note that the effective pair potential between two dissolved solute molecules in a medium is just the change in the sum of their free energies \( \mu' \) as they approach each other.

### 2.2 The Boltzmann Distribution

If the molecular interaction energy of a particular type of molecule or particle has different values \( \mu_1 \) and \( \mu_2 \) in two regions of a system (e.g., a liquid in equilibrium with its vapour, or two coexisting phases), then at equilibrium the concentrations \( X_1 \) and \( X_2 \) of these molecules in the two regions is given by the well-known Boltzmann distribution

\[
X_1 = X_2 \exp[-(\mu_1 - \mu_2)/kT],
\]

which may also be written as

\[
\mu_1 + kT \log X_1 = \mu_2 + kT \log X_2.
\]

where \( \log \) means \( \log_e \) or \( \ln \). Strictly, Eqs. (2.9) and (2.10) are exact only when molecules mix ideally in both regions, that is, for a dilute system.

If there are many different regions or states in a system, each with different energies \( \mu_n \), then the condition of equilibrium is simply an extension of the above equation to all the states, viz.,

\[
\mu_1 + kT \log X_1 = \text{constant for all states } n = 1, 2, 3, \ldots
\]

which gives the density at height \( z \) in terms of the density at ground level \( \rho_0 \). This is the familiar gravitational or barometric distribution law.

Similarly, for charged molecules or ions, each carrying a charge \( e \), if \( \psi_1 \) and \( \psi_2 \) are the electric potentials (in units of volts) in two regions of a system, then \( (\mu_1 - \mu_2) = e(\psi_2 - \psi_1) \), and we obtain

\[
\rho_2 = \rho_0 \exp(-e(\psi_2 - \psi_1)/kT),
\]

which is known as the Nernst equation.

In the above examples the interaction energy did not arise from local intermolecular interactions, but from interactions with an externally applied...
since six solvent pairs must first be separated before the solute molecule can enter the medium and interact with the 12 solvent molecules. Note that if the solvent and solute molecules are the same, then \( w_{\text{mix}}(\sigma) = w_{\text{mic}}(\sigma) \) and the above expression reduces to the earlier result, \( \mu' \approx 6w_{\text{mic}}(\sigma) \), as expected.

Finally, it is important to note that the effective pair potential between two dissolved solute molecules in a medium is just the change in the sum of their free energies \( \mu' \) as they approach each other.

### 2.2 The Boltzmann Distribution

If the molecular interaction energy of a particular type of molecule or particle has different values \( \mu'_1 \) and \( \mu'_2 \) in two regions of a system (e.g., a liquid in equilibrium with its vapour, or two coexisting phases), then at equilibrium the concentrations \( X_1 \) and \( X_2 \) of these molecules in the two regions is given by the well-known Boltzmann distribution

\[
X_1 = X_2 \exp[-(\mu'_1 - \mu'_2)/kT],
\]

which may also be written as

\[
\mu'_1 + kT \log X_1 = \mu'_2 + kT \log X_2.
\]

where \( \log \) means \( \log_e \) or \( \ln \). Strictly, Eqs (2.9) and (2.10) are exact only when molecules mix ideally in both regions, that is, for a dilute system.

If there are many different regions or states in a system, each with different energies \( \mu'_n \), then the condition of equilibrium is simply an extension of the above equation to all the states, viz.,

\[
\mu'_n + kT \log X_n = \text{constant} \quad \text{for all states } n = 1, 2, 3, \ldots
\]

\[
= \mu.
\]

In other words, there will be a flow of molecules between all the different states of the system until Eq. (2.11) is satisfied, that is, equilibrium is reached when the value of \( \mu'_n + kT \log X_n \) is uniform throughout. The quantity \( \mu \) is known as the chemical potential, and it gives the total free energy per molecule; it includes the interaction energy as well as the contribution associated with its thermal energy. The \( k \log X_n \) factor gives the entropy of confining the molecules and is known by a variety of names: the ideal gas entropy, the configurational entropy, the entropy of confinement, the ideal solution entropy, the translational entropy, the entropy of dilution and the entropy of mixing. The dimensionless concentrations \( X_n \) are usually expressed as mole fractions or volume fractions. For a pure solid or liquid, \( X_i = 1 \) so that \( \log X_i = 0 \).

### 2.3 The Distribution of Molecules and Particles in Systems at Equilibrium

The requirement of equality of the chemical potentials, as expressed in Eq. (2.11), provides a very general and useful starting point for formulating conditions of equilibrium within a molecular framework (Castellan, 1972) and may be applied to both simple and complex multicomponent systems, e.g., the properties of 'self-assembling' molecular aggregates such as surfactant micelles and lipid bilayers, discussed in Part III. In the remainder of this chapter we shall consider some simpler cases.

Suppose we wish to calculate how the number density \( \rho \) of molecules in the earth's atmosphere varies with altitude \( z \). If we only consider gravitational forces, we may write

\[
\mu'_n + kT \log \rho = \mu'_n + kT \log \rho_0,
\]

so that

\[
\rho = \rho_0 \exp[-(\mu'_n - \mu'_0)/kT].
\]

Since \( (\mu'_n - \mu'_0) = mgz \), where \( m \) is the molecular mass and \( g \) the gravitational acceleration, we immediately obtain

\[
\rho = \rho_0 \exp(-mgz/kT)
\]

which gives the density at height \( z \) in terms of the density at ground level \( \rho_0 \). This is the familiar gravitational or barometric distribution law.

Similarly, for charged molecules or ions, each carrying a charge \( e \), if \( \psi_1 \) and \( \psi_2 \) are the electric potentials (in units of volts) in two regions of a systems, then \( (\mu'_1 - \mu'_2) = e(\psi_2 - \psi_1) \), and we obtain

\[
\rho = \rho_0 \exp[-e(\psi_2 - \psi_1)/kT],
\]

which is known as the Nernst equation.

In the above examples the interaction energy did not arise from local intermolecular interactions, but from interactions with an externally applied
gravitational or electric field. Let us now consider a two-phase system where \( \mu_1 - \mu_2 \) is the difference in energy due to the different intermolecular interactions in the two phases. If one of the phases \((n = 1)\) is a pure solid or liquid (log \( X_1 = 0 \)), we have

\[
\mu_1 = \mu_2 + kT \log X_2,
\]

thus

\[
X_2 = X_1 \exp\left( -\frac{\Delta \mu_1 - \Delta \mu_2}{kT} \right) = X_1 \exp\left( \frac{-\Delta \mu_1}{kT} \right).
\]

(2.15)

Here, for example, \( \mu_2 \) could be the energy of molecules in solution relative to their energy in the solid, \( \mu_1 \), whence \( X_2 \) is their solubility.

In each of the above three examples it was assumed that only one type of interaction contributes to the chemical potential. More generally, if the two regions or phases are composed of different chemical species, are at different heights, \( \Delta z \), and have a potential difference of \( \Delta \psi \) volts between them, then when all the three effects of intermolecular, gravitational and electrostatic interactions are included, the distribution equation for the solute molecules or particles becomes

\[
X_2 = X_1 \exp\left[ -\frac{(\Delta \mu_1 + mg \Delta z + e \Delta \psi)}{kT} \right].
\]

(2.16)

---

**WORKED EXAMPLE**

**Question:** Consider two immiscible liquids such as water and oil. If a spherical oil molecule of radius \( r \) is taken out of the oil phase and placed in the water phase the unfavourable energy of this transfer is proportional to the area of the solute (oil) molecule newly exposed to the solvent (water) multiplied by the interfacial energy, \( \gamma_{iw} \), of the oil–water interface (see Chapter 15). The interfacial energy of the bulk cyclohexane–water interface is 50 mJ m\(^{-2}\), and the radius of a cyclohexane molecule is 0.28 nm. Estimate the solubility of cyclohexane in water at 25°C in units of mol dm\(^{-3}\) (mol l\(^{-1}\) or M) and comment on your result.

**Answer:**

\( \Delta \mu_1/kT = 4 \pi \sigma^2 \gamma_{iw}/kT = 4 \times 3.142 \times (0.28 \times 10^{-9})^2 \times 50 \times 10^{-3}/4.12 \times 10^{-21} = 12.0. \) Thus \( X_2/X_1 = e^{-12} = 6 \times 10^{-6} \) in mole fraction units. Since this is very small, phase 2 is almost pure water (55.5 mol l\(^{-1}\)) and we may assume phase 1 to be almost pure cyclohexane so that \( X_1 \approx 1 \).

Thus the solubility of cyclohexane in water is calculated to be

\[ X_2 \approx 55.5 \times 6 \times 10^{-6} = 3.4 \times 10^{-4} \text{ M}. \]

- The literature value is \( 7 \times 10^{-4} \text{ M} \), about twice the calculated value. Note, however, that if the transfer energy \( \Delta \mu_1 \) were only 6% less, i.e. \( \Delta \mu_1/kT = 11.3 \) instead of 12.0, the correct value would have been obtained. Thus, if this problem had been posed in reverse, i.e., if we had been given the solubility and asked to estimate the molecular radius, our result would have differed from the correct value by only 3% (instead of differing by 50%). This example shows that macroscopic values often work surprisingly well at the molecular level, but it also shows that interaction energies have to be calculated very accurately if they are to predict measurable quantities with reasonable accuracy.

---

2.4 THE VAN DER WAALS EQUATION OF STATE

We proceed with our consideration of the role of intermolecular interactions, starting with an analysis of a vapour in equilibrium with liquid. If the gas molecules interact through an attractive pair potential \( w(r) = -C/r^6 \), Eq. (2.2) may be expressed as

\[
\mu_2^1 = \mu_{2\text{ss}}^1 = -4\pi C\rho/(n - 3)\sigma^{n-3} = -Ap,
\]

(2.17)

where \( A = 4\pi C/(n - 3)\sigma^{n-3} \) = constant. For molecules of finite size, we may also write

\[
X_2 = 1/(\nu - B) = \rho/(1 - B\rho)
\]

(2.18)

for the effective density of the nonideal gas molecules, where \( \nu \) is the gaseous volume occupied per molecule and \( B = 4\pi\sigma^3/3 \) is the excluded volume since \( \sigma \) is the closest distance that one molecule can approach another. We therefore have for the chemical potential of a gas:\(^1\)

\[
\mu = -Ap + kT \log [\rho/(1 - B\rho)].
\]

(2.19)

\(^1\) The complete expression for the chemical potential also includes additional purely temperature-dependent terms. One of these is the translational kinetic energy \( 4kT/5 \) per molecule. Since the kinetic energy depends only on \( T \), this term does not contribute to the pressure since it drops out of the derivation of the van der Waals equation when we calculate \( (\partial p/\partial \rho) \), in Eq. (2.20). Another purely temperature-dependent term is \( kT \log \Lambda \), where \( \Lambda = (\lambda^3/2\pi m kT)^{1/2} \) is known as the de Broglie wavelength or thermal wavelength, and where \( m \) is the molecular weight of the particles or molecules. \( \lambda \) has units of volume, which ensures that the density \( \rho \lambda^3 \) is dimensionless. Boltzmann statistics apply whenever \( \lambda^3 \rho \ll 1 \).
Thus the solubility of cyclohexane in water is calculated to be
\[ X_2 \approx 55.5 \times 6 \times 10^{-6} = 3.4 \times 10^{-4} \text{ M} \]

- The literature value is \( 7 \times 10^{-4} \text{ M} \), about twice the calculated value. Note, however, that if the transfer energy \( \Delta \mu' \) were only 6% less, i.e., \( \Delta \mu'/kT = 1.13 \) instead of 1.20, the correct value would have been obtained. Thus, if this problem had been posed in reverse, i.e., if we had been given the solubility and asked to estimate the molecular radius, our result would have differed from the correct value by only 3% (instead of differing by 50%). This example shows that macroscopic values often work surprisingly well at the molecular level, but it also shows that interaction energies have to be calculated very accurately if they are to predict measurable quantities with reasonable accuracy.

\[ \Box \]

2.4 THE VAN DER WAALS EQUATION OF STATE

We proceed with our consideration of the role of intermolecular interactions, starting with an analysis of a vapour in equilibrium with liquid. If the gas molecules interact through an attractive pair potential \( w(r) = -C/r^6 \), Eq. (2.2) may be expressed as

\[ \mu_2' = \mu_1'_{\text{gas}} = -4\pi \sigma C \rho /(n - 3) \sigma^{-3} = -Ap, \]

where \( A = 4\pi \sigma C/(n - 3) \sigma^{-3} = \text{constant} \). For molecules of finite size, we may also write

\[ X_2 = 1/(v - B) = \rho/(1 - B \rho) \]

for the effective density of the nonideal gas molecules, where \( v \) is the gaseous volume occupied per molecule and \( B = 4\sigma^3/3 \) is the excluded volume since \( \sigma \) is the closest distance that one molecule can approach another. We therefore have for the chemical potential of a gas:

\[ \mu = -Ap + kT \log [\rho/(1 - B \rho)]. \]

\[ \Box \]

1 The complete expression for the chemical potential also includes additional purely temperature-dependent terms. One of these is the translational kinetic energy \( \frac{3}{2}kT \) per particle. Since the kinetic energy depends only on \( T \), this term does not contribute to the pressure since it drops out of the derivation of the van der Waals equation when we calculate \( \partial P/\partial V \). Another purely temperature-dependent term is \( kT \log x \), where \( x = \mu/(kT)^{1/2} \) is known as the de Broglie wavelength or thermal wavelength, and where \( m \) is the molecular weight of the particles or molecules. \( x \) has units of volume, which ensures that the density \( x/\rho \) is dimensionless. Boltzmann statistics apply whenever \( x/\rho \ll 1 \).
Now the pressure $P$ is related to $\mu$ via the well-known thermodynamic relation

$$\left(\frac{\partial \mu}{\partial P}\right)_T = \frac{1}{\rho} \quad \text{or} \quad \left(\frac{\partial P}{\partial \rho}\right)_T = \rho \left(\frac{\partial \mu}{\partial P}\right)_T. \quad (2.20)$$

Thus we find

$$P = \int_0^\rho \rho \left(\frac{\partial \mu}{\partial \rho}\right)_T \, d\rho = \int_0^\rho \left[ -\lambda \rho + \frac{kT}{(1 - \lambda \rho)} \right] \, d\rho = -\frac{1}{2} \lambda \rho^2 - \frac{kT}{B} \log(1 - \lambda \rho)$$

and for $\lambda \rho < 1$, we can expand the log term as

$$\log(1 - \lambda \rho) = -\lambda \rho - \frac{1}{2}(\lambda \rho)^2 + \ldots \approx -\lambda \rho (1 + \frac{1}{2} \lambda \rho) \approx -\lambda \rho (1 - \frac{1}{2} \lambda \rho) \approx -\lambda \rho (v - \frac{1}{2} B),$$

so that

$$P = -\frac{1}{2} \lambda \rho^2 + \frac{kT}{v - \frac{1}{2} B} \quad \text{or} \quad \left( P + \frac{a}{v^2} \right) (v - B) = kT, \quad (2.21)$$

which is the van der Waals equation of state in terms of the molecular parameters

$$a = \frac{1}{2} \lambda \rho = 2\pi C / (n - 3) \sigma^{n-3} \quad \text{and} \quad b = \frac{1}{2} B = 2\pi \sigma^3 / 3. \quad (2.22)$$

Note that $b$ depends only on the molecular size, $\sigma$, and thus on the stabilizing repulsive contribution to the total pair potential. Thus, conceptually, the constants $a$ and $b$ can be thought of as accounting for the attractive and repulsive forces between the molecules. In Chapters 6 and 7 we shall see how $a$ and $b$ can be related to other properties of molecules. The van der Waals equation is neither rigorous nor exact, but merely one of many equations that have been found useful for describing the properties of gases (PVT data) and gas–liquid phase transitions.

2.5 The criterion of the thermal energy $kT$ for gauging the strength of an interaction

As we have seen, the fundamental significance of the thermal energy $kT$ has to do with the partitioning of molecules among the different energy levels of a system. The magnitude of $kT$ is also often used as a rough indicator of the strength of an interaction, the idea being that if the interaction energy exceeds $kT$ it will 'win out' over the opposing or disorganizing effects of thermal motion. However, molecular motion or disorder can appear in various ways, e.g., as translational or positional disorder or as orientational disorder, and it is important to recognize how it manifests itself.

Let us first consider how strong the intermolecular attraction must be if it is to condense molecules into a liquid at a particular temperature and pressure. This amounts to finding the relation between the interaction (or cohesive) energy and the boiling point. Now, at standard atmospheric temperature and pressure (STP, where $T = 273K$, $P = 1$ atm) one mole of gas occupies a volume of $\sim 22,400$ cm$^3$, while in the condensed state a typical value would be about $20$ cm$^3$. Equating chemical potentials for gas and liquid molecules in equilibrium with each other gives

$$\mu_{\text{gas}}^{\mathrm{l}} + kT \log X_{\text{gas}} = \mu_{\text{liq}}^{\mathrm{l}} + kT \log X_{\text{liq}} \quad (2.23)$$

and since the magnitude of $\mu_{\text{liq}}^{\mathrm{l}}$ greatly exceeds $\mu_{\text{gas}}^{\mathrm{l}}$ we may write

$$\mu_{\text{gas}}^{\mathrm{l}} - \mu_{\text{liq}}^{\mathrm{l}} \approx -\mu_{\text{liq}}^{\mathrm{l}} = kT \log(X_{\text{liq}} / X_{\text{gas}}) \approx kT \log(22,400 / 20) \approx 7 \text{ kT}.$$

If the gas obeys the gas law $PV \approx RT$, then at any other temperature the log term becomes $\log(22,400 \times T / 20 \times 273)$. It is straightforward to verify that the log term is not very sensitive to temperature and that in the range $T = 100$ to $500$ K the log term changes by only $13\%$. Over this range of temperature we therefore find

$$-\mu_{\text{liq}}^{\mathrm{l}} \approx 7 \text{ kT}_B \quad \text{or} \quad -N_B \mu_{\text{liq}}^{\mathrm{l}} / T_B \approx 7 N_B k = 7R, \quad (2.24)$$

where $T_B$ is the boiling temperature. This is an important result. First, it shows that the boiling point of a liquid is simply proportional to the energy needed to take a molecule from liquid to vapour. For one mole of molecules, the energy of vaporization $U_{\text{vap}}$ is given by Eq. (2.4) as $U_{\text{vap}} = -N_B \mu_{\text{liq}}^{\mathrm{l}}$, while the enthalpy or latent heat of vaporization, $L_{\text{vap}}$, is related to $U_{\text{vap}}$ by

$$L_{\text{vap}} = H_{\text{vap}} = U_{\text{vap}} + PV \approx U_{\text{vap}} + RT_B. \quad (2.25)$$

Thus Eq. (2.24) predicts

$$L_{\text{vap}} / T_B \approx (U_{\text{vap}} / T_B) + R \approx 7R + R \approx 8R \approx 70 \text{ J K}^{-1} \text{ mol}^{-1}. \quad (2.26)$$

We have derived, very crudely, the well-known empirical relationship, known
Now the pressure \( P \) is related to \( \mu \) via the well-known thermodynamic relation
\[
(\partial \mu / \partial P)_T = v = 1 / \rho \quad \text{or} \quad (\partial P / \partial \rho)_T = \rho (\partial \mu / \partial \rho)_T. \tag{2.20}
\]
Thus we find
\[
P = \int_0^\rho \rho \left( \frac{\partial \mu}{\partial \rho} \right)_T \, d\rho = \int_0^\rho \left[ -A \rho + \frac{kT}{1 - B \rho} \right] \, d\rho
= -\frac{1}{2} A \rho^2 + \frac{kT}{B} \log(1 - B \rho)
\]
and for \( B \rho < 1 \), we can expand the \( \log \) term as
\[
\log(1 - B \rho) = -B \rho - \frac{1}{2}(B \rho)^2 + \ldots \approx -B \rho(1 + \frac{1}{2}B \rho) \approx -B \rho/(1 - \frac{1}{2}B),
\]
so that
\[
P = -\frac{1}{2} A \frac{v^2}{v - \frac{1}{2}B} \quad \text{or} \quad \left( P + \frac{a}{v^2} \right)(u - h) = kT, \tag{2.21}
\]
which is the van der Waals equation of state in terms of the molecular parameters
\[
a = \frac{1}{2} A = 2\pi C/(n - 3)\sigma^{n-3} \quad \text{and} \quad b = \frac{1}{2} B = 2\pi \sigma^3/3. \tag{2.22}
\]
Note that \( b \) depends only on the molecular size, \( \sigma \), and thus on the stabilizing repulsive contribution to the total pair potential. Thus, conceptually, the constants \( a \) and \( b \) can be thought of as accounting for the attractive and repulsive forces between the molecules. In Chapters 6 and 7 we shall see how \( a \) and \( b \) can be related to other properties of molecules. The van der Waals equation is neither rigorous nor exact, but merely one of many equations that have been found useful for describing the properties of gases (PVT data) and gas-liquid phase transitions.

2.5 The criterion of the thermal energy \( kT \) for gauging the strength of an interaction

As we have seen, the fundamental significance of the thermal energy \( kT \) has to do with the partitioning of molecules among the different energy levels of a system. The magnitude of \( kT \) is also often used as a rough indicator of the strength of an interaction, the idea being that if the interaction energy exceeds \( kT \) it will "win out" over the opposing or disorganizing effects of thermal motion. However, molecular motion or disorder can appear in various ways, e.g., as translational or positional disorder or as orientational disorder, and it is important to recognize how it manifests itself.

Let us first consider how strong the intermolecular attraction must be if it is to condense molecules into a liquid at a particular temperature and pressure. This amounts to finding the relation between the interaction (or cohesive) energy and the boiling point. Now, at standard atmospheric temperature and pressure (STP, where \( T = 273 \, \text{K}, \, P = 1 \, \text{atm} \)) one mole of gas occupies a volume of \( \approx 22 \, 400 \, \text{cm}^3 \), while in the condensed state a typical value would be about \( 20 \, \text{cm}^3 \). Equating chemical potentials for gas and liquid molecules in equilibrium with each other gives
\[
\mu^g_{\text{gas}} + kT \log X_{\text{gas}} = \mu^l_{\text{liq}} + kT \log X_{\text{liq}} \tag{2.23}
\]
and since the magnitude of \( \mu^l_{\text{liq}} \) greatly exceeds \( \mu^g_{\text{gas}} \) we may write
\[
\mu^g_{\text{gas}} - \mu^l_{\text{liq}} \approx -\mu^l_{\text{liq}} = kT \log(X_{\text{liq}}/X_{\text{gas}}) \approx kT \log(22 \, 400/20 \times 273). \]
If the gas obeys the gas law \( PV = RT \), then at any other temperature the log term becomes \( \log(22 \, 400 \times T/20 \times 273) \). It is straightforward to verify that the log term is not very sensitive to temperature and that in the range \( T = 100 \) to 500 K the log term changes by only 13%. Over this range of temperature we therefore find
\[
-\mu^l_{\text{liq}} \approx 7 \, kT_B \quad \text{or} \quad -N_B \mu^l_{\text{liq}}/T_B \approx 7 \, N_B k = 7R, \tag{2.24}
\]
where \( T_B \) is the boiling temperature. This is an important result. First, it shows that the boiling point of a liquid is simply proportional to the energy needed to take a molecule from liquid into vapour. For one mole of molecules, the energy of vaporization \( U_{\text{vap}} \) is given by Eq. (2.4) as \( U_{\text{vap}} = -N_B \mu^l_{\text{liq}} \), while the enthalpy or latent heat of vaporization, \( L_{\text{vap}} \), is related to \( U_{\text{vap}} \) by
\[
L_{\text{vap}} = H_{\text{vap}} = U_{\text{vap}} + PV \approx U_{\text{vap}} + RT_B. \tag{2.25}
\]
Thus Eq. (2.24) predicts
\[
L_{\text{vap}}/T_B \approx (U_{\text{vap}}/T_B) + R \approx 7R + R = 8R \approx 70 \, \text{J} \, \text{K}^{-1} \, \text{mol}^{-1}. \tag{2.26}
\]
We have derived, very crudely, the well-known empirical relationship, known
Table 2.1 Boiling points $T_b$ and latent heats of vaporization $L_{\text{evap}}$ of some common substances

<table>
<thead>
<tr>
<th>Substance</th>
<th>$T_b$ at 1 atm (K)</th>
<th>$L_{\text{evap}}$ (kJ mol$^{-1}$)</th>
<th>$L_{\text{evap}}/T_b^0$ (J K$^{-1}$ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neon</td>
<td>Ne</td>
<td>27</td>
<td>1.8</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>N$_2$</td>
<td>77</td>
<td>5.6</td>
</tr>
<tr>
<td>Argon</td>
<td>Ar</td>
<td>88</td>
<td>6.5</td>
</tr>
<tr>
<td>Oxygen</td>
<td>O$_2$</td>
<td>90</td>
<td>6.8</td>
</tr>
<tr>
<td>Methane</td>
<td>CH$_4$</td>
<td>112</td>
<td>8.2</td>
</tr>
<tr>
<td>Hydrogen chloride</td>
<td>HCl</td>
<td>118</td>
<td>16.2</td>
</tr>
<tr>
<td>Ammonia</td>
<td>NH$_3$</td>
<td>140</td>
<td>23.4</td>
</tr>
<tr>
<td>Hydrogen fluoride</td>
<td>HF</td>
<td>253</td>
<td>32.6</td>
</tr>
<tr>
<td>Ethanol</td>
<td>C$_2$H$_5$OH</td>
<td>352</td>
<td>39.4</td>
</tr>
<tr>
<td>Benzene</td>
<td>C$_6$H$_6$</td>
<td>353</td>
<td>20.8</td>
</tr>
<tr>
<td>Water</td>
<td>H$_2$O</td>
<td>373</td>
<td>40.7</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>CH$_3$COOH</td>
<td>391</td>
<td>24.2</td>
</tr>
<tr>
<td>Iodine</td>
<td>I$_2$</td>
<td>456</td>
<td>41.7</td>
</tr>
<tr>
<td>Sodium</td>
<td>Na</td>
<td>1156</td>
<td>91.2</td>
</tr>
<tr>
<td>Lithium</td>
<td>Li</td>
<td>1645</td>
<td>129</td>
</tr>
</tbody>
</table>

*For most "normal" substances, $L_{\text{evap}}/T_b$ falls in the range of 75 to 90 J K$^{-1}$ mol$^{-1}$ (Trouton's rule). Higher values can usually be traced to cooperative association of molecules in the liquid (e.g., HF, NH$_3$, C$_2$H$_5$OH and H$_2$O), whereas lower values to association, e.g., dimerisation, in the vapour, as occurs for CH$_3$COOH (see Fig. 8.2d).*

as Trouton's rule, which states that the latent heat of vaporization is related to the normal boiling point of a liquid (at 1 atm) by

$$L_{\text{evap}}/T_b \approx 80 \text{ J K}^{-1} \text{ mol}^{-1}.$$

which corresponds to a cohesive energy $\mu_{\text{coh}}$ of about 9 kT per molecule.

Trouton's rule, Eq. (2.27), applies to a great variety of substances, as illustrated in Table 2.1, and shows that the boiling point of a substance provides a reasonably accurate indication of the strength of the cohesive forces or energies holding molecules together in condensed phases. For solids, $L_{\text{evap}}$ and $T_b$ are replaced by the heat of sublimation and the sublimation temperature, respectively.

Equation (2.27) also tells us that molecules will condense once their cohesive energy $\mu'$ with all the other molecules in the condensed phase exceeds about 9 kT. Since we previously saw (Eq. (2.3)) that $\mu' \approx 6w(\sigma)$, we may further conclude that if the pair interaction energy of two molecules or particles in contact exceeds about $\frac{1}{2} kT$, then it is strong enough to condense them into a liquid or solid (see Table 6.1, Chapter 6). It is for this reason that the thermal energy $\frac{1}{2} kT$ can be used as a standard reference for gauging the cohesive strength of an interaction potential, though it is essential to note that this indicator, and Trouton's rule, are valid only because of the particular value of the atmospheric pressure on the earth's surface. This pressure determines that a gas molecule will occupy a volume of about $4 \times 10^{-20}$ cm$^3$ at or near STP, which is needed for deriving Eqs. (2.24)–(2.26).

It is also worth mentioning that the notion that molecules go into the vapour phase because of the kinetic energy $\frac{1}{2} kT$ they acquire is not correct. Their kinetic energy does not disappear in a liquid or solid; the molecule's motion is merely restricted to a narrower region of space around a potential-energy minimum. The average translational kinetic energy of a molecule is $\frac{1}{2} kT$ irrespective of whether it is in the gas, liquid or solid state. We shall not here consider the very complex energies associated with rotational and vibrational states of molecules in solids, liquids and gases, which would take us outside the scope of this book.

So far the Boltzmann distribution has been used to find the spatial or density distribution of molecules in different regions of a system. The Boltzmann distribution can also be used to determine the orientational distribution of molecules. For example, if the pair potential also depends on the mutual orientation of two anisotropic molecules, i.e., if $w(r)$ is also angle-dependent so that it may be written as $w(r, \theta)$, then the angular distribution of two molecules at a fixed distance $r$ apart will be

$$X(\theta_2) = X(\theta_1) \exp \left( -\frac{w(r, \theta_2) - w(r, \theta_1)}{kT} \right),$$

and here again the factor $kT$ appears as a convenient energy unit, but this time it appears for the strength of orientation-dependent interactions needed to align molecules mutually (e.g., solvent molecules around a dissolved solute molecule, discussed in Chapters 4 and 5).

2.6 Classification of forces

Intermolecular forces can be loosely classified into three categories. First, there are those that are purely electrostatic in origin arising from the Coulomb force between charges. The interactions between charges, permanent dipoles, quadrupoles, etc., fall into this category. Second, there are polarization forces that arise from the dipole moments induced in atoms and molecules by the electric fields of nearby charges and permanent dipoles. All interactions in
Table 2.1 Boiling points $T_b$ and latent heats of vaporization $L_{vap}$ of some common substances

<table>
<thead>
<tr>
<th>Substance</th>
<th>$T_b$ at 1 atm (K)</th>
<th>$L_{vap}$ (kJ mol$^{-1}$)</th>
<th>$L_{vap}/T_b$ (J K$^{-1}$ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neon</td>
<td>27</td>
<td>1.8</td>
<td>65</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>N$_2$</td>
<td>77</td>
<td>5.6</td>
</tr>
<tr>
<td>Argon</td>
<td>A</td>
<td>88</td>
<td>6.5</td>
</tr>
<tr>
<td>Oxygen</td>
<td>O$_2$</td>
<td>90</td>
<td>6.8</td>
</tr>
<tr>
<td>Methane</td>
<td>CH$_4$</td>
<td>112</td>
<td>8.2</td>
</tr>
<tr>
<td>Hydrogen chloride</td>
<td>HCl</td>
<td>118</td>
<td>16.2</td>
</tr>
<tr>
<td>Ammonia</td>
<td>NH$_3$</td>
<td>140</td>
<td>23.4</td>
</tr>
<tr>
<td>Hydrogen fluoride</td>
<td>HF</td>
<td>293</td>
<td>32.6</td>
</tr>
<tr>
<td>Ethanol</td>
<td>C$_2$H$_5$OH</td>
<td>352</td>
<td>39.4</td>
</tr>
<tr>
<td>Benzene</td>
<td>C$_6$H$_6$</td>
<td>353</td>
<td>20.8</td>
</tr>
<tr>
<td>Water</td>
<td>H$_2$O</td>
<td>373</td>
<td>40.7</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>CH$_3$COOH</td>
<td>391</td>
<td>24.2</td>
</tr>
<tr>
<td>Iodine</td>
<td>I$_2$</td>
<td>456</td>
<td>41.7</td>
</tr>
<tr>
<td>Sodium</td>
<td>Na</td>
<td>1156</td>
<td>91.2</td>
</tr>
<tr>
<td>Lithium</td>
<td>Li</td>
<td>1645</td>
<td>129</td>
</tr>
</tbody>
</table>

*For most ‘normal’ substances, $L_{vap}/T_b$ falls in the range of 75 to 90 J K$^{-1}$ mol$^{-1}$ (Trouton’s rule). Higher values can usually be traced to cooperative association of molecules in the liquid (e.g., HF, NH$_3$, C$_2$H$_5$OH and H$_2$O), while lower values to association, e.g., dimerization, in the vapour, as occurs for CH$_3$COOH (see Fig. 8.2d).*

as Trouton’s rule, which states that the latent heat of vaporization is related to the normal boiling point of a liquid (at 1 atm) by

$$L_{vap}/T_b \approx 80 \text{ J K}^{-1} \text{ mol}^{-1},$$

(2.27)

which corresponds to a cohesive energy $\mu_{coh}$ of about 9 $kT$ per molecule.

Trouton’s rule, Eq. (2.27), applies to a great variety of substances, as illustrated in Table 2.1, and shows that the boiling point of a substance provides a reasonably accurate indication of the strength of the cohesive forces or energies holding molecules together in condensed phases. For solids, $L_{vap}$ and $T_b$ are replaced by the heat of sublimation and the sublimation temperature, respectively.

Equation (2.27) also tells us that molecules will condense once their cohesive energy $\mu$ with all the other molecules in the condensed phase exceeds about 9 $kT$. Since we previously saw (Eq. (2.3)) that $\mu \approx 6\omega(\sigma)$, we may further conclude that if the pair interaction energy of two molecules or particles in contact exceeds about $\frac{3}{2}kT$, then it is strong enough to condense them into a liquid or solid (see Table 6.1, Chapter 6). It is for this reason that the thermal energy $\frac{1}{2}kT$ can be used as a standard reference for gauging the cohesive strength of an interaction potential, though it is essential to note that this indicator, and Trouton’s rule, are valid only because of the particular value of the atmospheric pressure on the earth’s surface. This pressure determines that a gas molecule will occupy a volume of about $4 \times 10^{-20}$ cm$^3$ at near STP, which is needed for deriving Eqs (2.24)–(2.26).

It is also worth mentioning that the notion that molecules go into the vapour phase because of the kinetic energy $\frac{1}{2}kT$ they acquire is not correct. Their kinetic energy does not disappear in a liquid or solid; the molecule’s motion is merely restricted to a narrower region of space around a potential-energy minimum. The average translational kinetic energy of a molecule is $\frac{1}{2}kT$ irrespective of whether it is in the gas, liquid or solid state. We shall not here consider the very complex energies associated with rotational and vibrational states of molecules in solids, liquids and gases, which would take us outside the scope of this book.

So far the Boltzmann distribution has been used to find the spatial or density distribution of molecules in different regions of a system. The Boltzmann distribution can also be used to determine the orientational distribution of molecules. For example, if the pair potential also depends on the mutual orientation of two anisotropic molecules, i.e., if $w(r)$ is also angle-dependent so that it may be written as $w(r, \theta)$, then the angular distribution of two molecules at a fixed distance $r$ apart will be

$$X(\theta_2) = X(\theta_1) \exp\left(-\frac{w(r, \theta_2) - w(r, \theta_1)}{kT}\right),$$

(2.28)

and here again the factor $kT$ appears as a convenient energy unit, but this time it appears for the strength of orientation-dependent interactions needed to align molecules mutually (e.g., solvent molecules around a dissolved solute molecule, discussed in Chapters 4 and 5).

### 2.6 Classification of forces

Intermolecular forces can be loosely classified into three categories. First, there are those that are purely electrostatic in origin arising from the Coulomb force between charges. The interactions between charges, permanent dipoles, quadrupoles, etc., fall into this category. Second, there are polarization forces that arise from the dipole moments induced in atoms and molecules by the electric fields of nearby charges and permanent dipoles. All interactions in
### Intermolecular and Surface Forces

<table>
<thead>
<tr>
<th>Type of interaction</th>
<th>Interaction energy ( w(r) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covalent, metallic</td>
<td>Complicated, short range</td>
</tr>
<tr>
<td>Charge–charge</td>
<td>( Q_1 Q_2 e^{-\frac{1}{4\pi\varepsilon r^2}} ) (Coulomb energy)</td>
</tr>
<tr>
<td>Fixed dipole</td>
<td>( -Q_1 Q_2 \frac{\cos \theta}{4\pi\varepsilon r^2} )</td>
</tr>
<tr>
<td>Freely rotating</td>
<td></td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\text{Charge–dipole} & : \quad -Q^2 u^2 / (6(4\pi\varepsilon_0)^2 k T r^6) \\
\text{Dipole–dipole} & : \quad -u^2 \frac{2}{3} \frac{(4\pi\varepsilon_0)^2 k T r^6}{1 + 3 \cos^2 \theta} / (4\pi\varepsilon_0)^2 r^6 \\
\text{Charge–non-polar} & : \quad -Q^2 u / (2(4\pi\varepsilon_0)^2) r^4 \\
\text{Dipole–non-dipolar} & : \quad -u^2 (1 + 3 \cos^2 \theta) / (4\pi\varepsilon_0)^2 r^6 \\
\text{Two non-polar molecules} & : \quad \frac{3 \hbar \nu}{4 \pi \varepsilon_0^2 r^6} \\
\text{Hydrogen bond} & : \quad \text{Complicated, short range, energy roughly proportional to} -1/r^2
\end{align*}
\]

**Fig. 2.2.** Common types of interactions between atoms, ions and molecules in vacuum. \( w(r) \) is the interaction free energy (in J); \( Q \), electric charge (C); \( u \), electric dipole moment (C m); \( \varepsilon \), electric polarizability (C² m⁻³); \( r \), distance between interacting atoms or molecules (m); \( k \), Boltzmann constant \((1.381 \times 10^{-23}) K^{-1} \); \( \beta \), absolute temperature (K); \( h \), Planck’s constant \((6.626 \times 10^{-34}) J s \); \( v \), electronic absorption (ionization) frequency \( (s^{-1}) \); \( \varepsilon_0 \), dielectric permittivity of free space \((8.854 \times 10^{-12}) C^2 V^{-1} m^{-1} \). The force is obtained by differentiating the energy \( w(r) \) with respect to distance \( r \).

---

**Some Thermodynamic Aspects of Intermolecular Forces**

A solvent medium invoke polarization effects. Third, there are forces that are quantum mechanical in nature. Such forces give rise to covalent or chemical bonding (including charge-transfer interactions) and to the repulsive steric or exchange interactions (due to the Pauli exclusion principle) that balance the attractive forces at very short distances.

These three categories should be considered as neither rigid nor exhaustive: for certain types of forces, e.g., van der Waals forces, an unambiguous classification is not possible, while some intermolecular interactions (e.g., magnetic forces) will not even be mentioned, since for the systems we shall consider, they are always very weak. A commonly encountered and even more artificial classification of forces into short-range forces and long-range forces will not be adhered to here except in an intuitive sense whereby short-range forces refer to those interactions occurring at or very near atomic or molecular contacts.

Falling into the above categories are a number of fairly distinct interactions whose pair potentials in vacuum are given in Fig. 2.2. In the following chapters these will be considered in turn, and in the process we shall introduce important conceptual aspects of intermolecular forces especially for interactions occurring in a medium: in a condensed medium, whether liquid or solid, the force between two molecules depends on whether they are immobilized or free to rotate (see Fig. 2.2) and is rarely given by simply dividing the vacuum interaction by the medium’s dielectric constant, \( \varepsilon \).

---

**Problems and Discussion Topics**

**2.1** For molecules constrained to interact on a surface (as occurs on adsorption and in surface monolayers) there is a ‘two-dimensional’ van der Waals equation of state, analogous to the three-dimensional one (Eq. (2.21)). This may be written as

\[
(\Pi + a/A^2)(A - b) = kT \tag{2.29}
\]

where \( \Pi \) is the externally applied surface pressure (in units of \( N m^{-1} \)), \( A \) the mean area occupied per molecule, and \( a \) and \( b \) are constants. Derive this equation for molecules of diameter \( \sigma \) interacting with a van der Waals-type interaction pair potential given by \( w(r) = -C/r^6 \), and find the relation between the constants \( a, b \) and \( C, \sigma \).

Can this approach, which predicts the existence of a gas–liquid transition, be extended to one-dimension? (Hint: carefully check the initial assumptions of this approach.)
Intermolecular and Surface Forces

<table>
<thead>
<tr>
<th>Type of interaction</th>
<th>Interaction energy w(r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covalent, metallic</td>
<td>Complicated, short range</td>
</tr>
<tr>
<td>Charge–charge</td>
<td>$Q_1 Q_2 / 4 \pi \varepsilon_0 r^2$ (Coulomb energy)</td>
</tr>
<tr>
<td>Fixed dipole</td>
<td>$-Q_1 \cos \theta / 4 \pi \varepsilon_0 r^2$</td>
</tr>
<tr>
<td>Charge–dipole</td>
<td>$-Q^2 u^2 / 6(4 \pi \varepsilon_0)^2 k T r^4$ (Keesom energy)</td>
</tr>
<tr>
<td>Fixed</td>
<td>$-u_1 u_2 [2 \cos \theta_1 \cos \theta_2 - \sin \theta_1 \sin \theta_2 \cos \phi] / 4 \pi \varepsilon_0 r^3$</td>
</tr>
<tr>
<td>Freely rotating</td>
<td>$-u_1^2 u_2^2 / 3(4 \pi \varepsilon_0)^2 k T r^6$ (Keesom energy)</td>
</tr>
<tr>
<td>Dipole–dipole</td>
<td>$-u^2 (1 + 3 \cos^2 \theta) / 2(4 \pi \varepsilon_0)^2 r^6$</td>
</tr>
<tr>
<td>Freely rotating</td>
<td>$-u^2 q / (4 \pi \varepsilon_0) r^6$ (Debye energy)</td>
</tr>
<tr>
<td>Charge–non-polar</td>
<td>$-u^2 q / (4 \pi \varepsilon_0) r^6$ (Debye energy)</td>
</tr>
<tr>
<td>Dipole–non-dipolar</td>
<td>$3 \hbar \nu^2 / 4 \pi \varepsilon_0 r^6$ (London dispersion energy)</td>
</tr>
<tr>
<td>Two non-polar</td>
<td>$4 \chi^2 \varepsilon_0 r^6$ (London dispersion energy)</td>
</tr>
<tr>
<td>Hydrogen bond</td>
<td>Complicated, short range, energy roughly proportional to $-1/r$</td>
</tr>
</tbody>
</table>

Fig. 2.2. Common types of interactions between atoms, ions and molecules in vacuum. w(r) is the interaction free energy (in J); Q, electric charge (C); u, electric dipole moment (C m); z, electric polarizability (C^2 m^2 J^{-1}); r, distance between interacting atoms or molecules (m); k, Boltzmann constant (1.381 x 10^{-23} J K^{-1}); T, absolute temperature (K); h, Planck’s constant (6.626 x 10^{-34} Js); a, electronic absorption (ionization) frequency (s^{-1}); $\varepsilon_0$, dielectric permittivity of free space (8.854 x 10^{-12} C^2 V^{-1} m^{-1}). The force is obtained by differentiating the energy w(r) with respect to distance r.

Some Thermodynamic Aspects of Intermolecular Forces

A solvent medium involves polarization effects. Third, there are forces that are quantum mechanical in nature. Such forces give rise to covalent or chemical bonding (including charge-transfer interactions) and to the repulsive steric or exchange interactions (due to the Pauli exclusion principle) that balance the attractive forces at very short distances.

These three categories should be considered as neither rigid nor exhaustive: for certain types of forces, e.g., van der Waals forces, an unambiguous classification is not possible, while some intermolecular interactions (e.g., magnetic forces) will not even be mentioned, since for the systems we shall consider, they are always very weak. A commonly encountered and even more artificial classification of forces into short-range forces and long-range forces will not be adhered to here except in an intuitive sense whereby short-range forces refer to those interactions occurring at or very near atomic or molecular contacts.

Falling into the above categories are a number of fairly distinct interactions whose pair potentials in vacuum are given in Fig. 2.2. In the following chapters these will be considered in turn, and in the process we shall introduce important conceptual aspects of intermolecular forces especially for interactions occurring in a medium; in a condensed medium, whether liquid or solid, the force between two molecules depends on whether they are immobilized or free to rotate (see Fig. 2.2) and is rarely given by solely dividing the vacuum interaction by the medium’s dielectric constant, $\varepsilon$.

Problems and Discussion Topics

2.1 For molecules constrained to interact on a surface (as occurs on adsorption and in surface monolayers) there is a ‘two-dimensional’ van der Waals equation of state, analogous to the three-dimensional one (Eq. (2.21)). This may be written as

$$\Pi + a / A^2 (A - b) = kT$$

where $\Pi$ is the externally applied surface pressure (in units of N m^{-1}), A the mean area occupied per molecule, and a and b are constants. Derive this equation for molecules of diameter $\sigma$ interacting with a van der Waals-type interaction pair potential given by $w(r) = -C / r^6$, and find the relation between the constants a, b and C, $\sigma$.

Can this approach, which predicts the existence of a gas–liquid transition, be extended to one-dimension? (Hint: carefully check the initial assumptions of this approach.)
2.2 Why do the attractive forces between the molecules of a gas affect the pressure of the gas while the attractive forces between the gas molecules and the wall molecules do not?

2.3 Why is there no simple rule, such as Trouton’s Rule, relating the latent heat of melting to the melting temperature?

2.4 In Section 1.3 it is argued that long-range effects could arise for certain types of intermolecular potentials. Can you think of any examples (e.g., dipolar molecules, two-dimensional structures, metals, liquid crystals), explaining why and how the long-range effects manifest themselves. (Use Fig. 2.2 and other literature sources.)

CHAPTER 3

STRONG INTERMOLECULAR FORCES: COVALENT AND COULOMB INTERACTIONS

3.1 COVALENT OR CHEMICAL BONDING FORCES

When two or more atoms come together to form a molecule, as when two hydrogen atoms and one oxygen atom combine to form a water molecule, the forces that tightly bind the atoms together within the molecule are called covalent forces, and the interatomic bonds formed are called covalent bonds. Closely allied to covalent bonds are metallic bonds. In both cases the bonds are characterized by the electrons being shared between two or more atoms so that the discrete nature of the atoms is lost.

Depending on the position an atom (or element) occupies in the periodic table, it can participate in a certain number of covalent bonds with other atoms. This number or stoichiometry is known as the atomic valency; for example, it is zero for the inert gases (e.g., argon) which cannot normally form covalent bonds with other atoms, one for hydrogen, two for oxygen, three for nitrogen and four for carbon. A further characteristic of covalent bonds is their directionality, that is, they are directed or oriented at well-defined angles relative to each other. Thus, for multivalent atoms, their covalent bonds determine the way they will coordinate themselves in molecules or in crystalline solids to form an ordered three-dimensional lattice. For example, they determine the way carbon atoms arrange themselves to form the perfectly ordered diamond structure.

Covalent forces are of short range, that is, they operate over very short distances of the order of interatomic separations (0.1–0.2 nm). Table 3.1 shows the strength of some common covalent bonds. As can be seen they are mainly in the range 100–300 $kT$ per bond (200–800 kJ mol$^{-1}$), and they tend to decrease in strength with increasing bond length—a characteristic property of most intermolecular interactions.
2.2 Why do the attractive forces between the molecules of a gas affect the pressure of the gas while the attractive forces between the gas molecules and the wall molecules do not?

2.3 Why is there no simple rule, such as Trouton’s Rule, relating the latent heat of melting to the melting temperature?

2.4 In Section 1.3 it is argued that long-range effects could arise for certain types of intermolecular potentials. Can you think of any examples (e.g., dipolar molecules, two-dimensional structures, metals, liquid crystals), explaining why and how the long-range effects manifest themselves. (Use Fig. 2.2 and other literature sources.)

CHAPTER 3

STRONG INTERMOLECULAR FORCES: COVALENT AND COULOMB INTERACTIONS

3.1 COVALENT OR CHEMICAL BONDING FORCES

When two or more atoms come together to form a molecule, as when two hydrogen atoms and one oxygen atom combine to form a water molecule, the forces that tightly bind the atoms together within the molecule are called covalent forces, and the interatomic bonds formed are called covalent bonds. Closely allied to covalent bonds are metallic bonds. In both cases the bonds are characterized by the electrons being shared between two or more atoms so that the discrete nature of the atoms is lost.

Depending on the position an atom (or element) occupies in the periodic table, it can participate in a certain number of covalent bonds with other atoms. This number or stoichiometry is known as the atomic valency; for example, it is zero for the inert gases (e.g., argon) which cannot normally form covalent bonds with other atoms, one for hydrogen, two for oxygen, three for nitrogen and four for carbon. A further characteristic of covalent bonds is their directionality, that is, they are directed or oriented at well-defined angles relative to each other. Thus, for multivalent atoms, their covalent bonds determine the way they will coordinate themselves in molecules or in crystalline solids to form an ordered three-dimensional lattice. For example, they determine the way carbon atoms arrange themselves to form the perfectly ordered diamond structure.

Covalent forces are of short range, that is, they operate over very short distances of the order of interatomic separations (0.1–0.2 nm). Table 3.1 shows the strength of some common covalent bonds. As can be seen they are mainly in the range 100–300 $kT$ per bond (200–800 kJ mol$^{-1}$), and they tend to decrease in strength with increasing bond length—a characteristic property of most intermolecular interactions.
### Table 3.1 Strengths of covalent bonds

<table>
<thead>
<tr>
<th>Bond type</th>
<th>Strength (kJ mol(^{-1}))</th>
<th>Bond type</th>
<th>Strength (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>C≡N (HCN)</td>
<td>870</td>
<td>Si—O</td>
<td>370</td>
</tr>
<tr>
<td>C≡O (HCHO)</td>
<td>690</td>
<td>C—C (CH(_2))</td>
<td>360</td>
</tr>
<tr>
<td>C≡C (CH(_2))</td>
<td>600</td>
<td>C—O (CH(_2)OH)</td>
<td>340</td>
</tr>
<tr>
<td>O—H (H(_2)O)</td>
<td>460</td>
<td>N—O (NH(_2)OH)</td>
<td>200</td>
</tr>
<tr>
<td>C—H (CH(_2))</td>
<td>430</td>
<td>F—F (F(_2))</td>
<td>150</td>
</tr>
</tbody>
</table>

*The strength of a covalent bond depends on the type of other bonds nearby in the molecule. For example, the C—H bond strength can be as low as 360 kJ mol\(^{-1}\) (in H—CHO) and as high as 500 kJ mol\(^{-1}\) (in H—C≡N). Note that 1 kJ mol\(^{-1}\) corresponds to about 0.4 kJ per bond at 298 K.

#### 3.2 Physical and chemical bonds

The complex quantum mechanical interactions that give rise to covalent bonding will not be a major concern in this book, which is devoted more to the forces between unbounded discrete atoms and molecules. These are usually referred to as *physical forces* and they give rise to *physical bonds*, in contrast to chemical forces, which give rise to *chemical or covalent bonds*.

Physical bonds usually lack the specificity, stoichiometry and strong directionality of covalent bonds. They are therefore the ideal candidates for holding molecules together in liquids, since the molecules can move about and rotate while still remaining 'bonded' to each other. Strictly, physical 'bonds' should not be considered as bonds at all, for during covalent binding the electron charge distributions of the unifying atoms change completely and merge, whereas during physical binding they are merely perturbed, the atoms remaining as distinct entities. Nevertheless, physical binding forces can be as strong as covalent bonds, and even the weakest is strong enough to hold all but the smallest atoms and molecules together in solids and liquids at room temperature, as well as in colloidal and biological assemblies. These properties, coupled with the long-range nature of physical forces, makes them the regulating forces in all phenomena that do not involve chemical reactions.

#### 3.3 Coulomb forces or charge–charge interactions

The inverse-square Coulomb force between two charged atoms, or ions, is by far the strongest of the physical forces we shall be considering—stronger even than most chemical binding forces.

The free energy for the Coulomb interaction between two charges \(Q_1\) and \(Q_2\) is given by

\[
W(r) = \frac{Q_1 Q_2}{4 \pi \varepsilon_0 r} = \frac{z_1 z_2 e^2}{4 \pi \varepsilon_0 er},
\]

(3.1)

where \(\varepsilon\) is the *relative permittivity or dielectric constant* of the medium and \(r\) the distance between the two charges. The expression on the right is commonly used for ionic interactions, where the magnitude and sign of each ionic charge is given in terms of the elementary charge \((e = 1.602 \times 10^{-19} \text{ C})\) multiplied by the ionic valency \(z\). For example, \(z = +1\) for monovalent cations such as Na\(^+\), \(z = -1\) for monovalent anions such as Cl\(^-\), \(z = +2\) for divalent cations such as Ca\(^{2+}\), etc.

The Coulomb force \(F\) is given by

\[
F = -\frac{\partial W}{\partial r} = \frac{Q_1 Q_2}{4 \pi \varepsilon_0 er^2} = \frac{z_1 z_2 e^2}{4 \pi \varepsilon_0 er^2},
\]

(3.2)

For like charges, both \(w\) and \(F\) are positive and the force is repulsive, while for unlike charges they are negative and the force is attractive.

For completeness, we may also note that the electric field \(E\) at a distance \(r\) away from a charge \(Q_1\) is defined by

\[
E_1 = \frac{Q_1}{4 \pi \varepsilon_0 er^2}, \quad \text{V m}^{-1}.
\]

(3.3)

This field, when acting on a second charge \(Q_2\) at \(r\), gives rise to a force

\[
F = Q_2 E_1 = \frac{Q_1 Q_2}{4 \pi \varepsilon_0 er^2},
\]

which is the same as Eq. (3.2).

Let us put the strength of the Coulomb interaction into perspective. For two isolated ions (e.g., Na\(^+\) and Cl\(^-\)) in contact, \(r\) is now the sum of the two ionic radii (0.276 nm), and the binding energy is

\[
W(r) = -\left(1.602 \times 10^{-19}\right)^2 \frac{1}{4 \pi (8.854 \times 10^{-12})(0.276 \times 10^{-9})} = -8.4 \times 10^{-19} \text{ J}.
\]

In terms of the thermal energy \(kT = (1.38 \times 10^{-23})(300) = 4.1 \times 10^{-21} \text{ J}\) at 300 K, this energy turns out to be of order 200 \(kT\) per ion pair in vacuum,
### Table 3.1 Strengths of covalent bonds

<table>
<thead>
<tr>
<th>Bond type</th>
<th>Strength (kJ mol(^{-1}))</th>
<th>Bond type</th>
<th>Strength (kJ mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>C=O (HCO)</td>
<td>690</td>
<td>C=O (CH(_2)O)</td>
<td>360</td>
</tr>
<tr>
<td>C=O (H(_2)C=O)</td>
<td>600</td>
<td>C=O (CH(_2)OH)</td>
<td>340</td>
</tr>
<tr>
<td>O—H (H(_2)O)</td>
<td>460</td>
<td>N—O (NH(_2)OH)</td>
<td>200</td>
</tr>
<tr>
<td>C=H (CH(_4))</td>
<td>430</td>
<td>F—F (F(_2))</td>
<td>150</td>
</tr>
</tbody>
</table>

*The strength of a covalent bond depends on the type of other bonds nearby in the molecule. For example, the C—H bond strength can be as low as 360 kJ mol\(^{-1}\) (in H—CHO) and as high as 500 kJ mol\(^{-1}\) (in H—CH\(_3\)H). Note that 1 kJ mol\(^{-1}\) corresponds to about 0.4 kT per bond at 298 K.*

### 3.2 Physical and Chemical Bonds

The complex quantum mechanical interactions that give rise to covalent bonding will not be a major concern in this book, which is devoted more to the forces between unbonded discrete atoms and molecules. These are usually referred to as physical forces and they give rise to physical bonds, in contrast to chemical forces, which give rise to chemical or covalent bonds.

Physical bonds usually lack the specificity, stoichiometry and strong directionality of covalent bonds. They are therefore the ideal candidates for holding molecules together in liquids, since the molecules can move about and rotate while still remaining ‘bonded’ to each other. Strictly, physical ‘bonds’ should not be considered as bonds at all, for during covalent binding the electron charge distributions of the uniting atoms change completely and merge, whereas during physical bonding they are merely perturbed, the atoms remaining as distinct entities. Nevertheless, physical binding forces can be as strong as covalent bonds, and even the weakest is strong enough to hold all but the smallest atoms and molecules together in solids and liquids at room temperature, as well as in colloidal and biological assemblies. These properties, coupled with the long-range nature of physical forces, makes them the regulating forces in all phenomena that do not involve chemical reactions.

### 3.3 Coulomb Forces or Charge–Charge Interactions

The inverse-square Coulomb force between two charged atoms, or ions, is by far the strongest of the physical forces we shall be considering—stronger even than most chemical binding forces.

The free energy for the Coulomb interaction between two charges \(Q_1\) and \(Q_2\) is given by

\[
w(r) = \frac{Q_1 Q_2}{4\pi\varepsilon_0 er^2} = \frac{z_1 z_2 e^2}{4\pi\varepsilon_0 er^2},
\]

where \(e\) is the relative permittivity or dielectric constant of the medium and \(r\) the distance between the two charges. The expression on the right is commonly used for ionic interactions, where the magnitude and sign of each ionic charge is given in terms of the elementary charge \((e = 1.602 \times 10^{-19} \text{ C})\) multiplied by the ionic valency \(z\). For example, \(z = +1\) for monovalent cations such as Na\(^+\), \(z = -1\) for monovalent anions such as Cl\(^-\), \(z = +2\) for divalent cations such as Ca\(^{2+}\), etc.

The Coulomb force \(F\) is given by

\[
F = \frac{dW}{dr} = \frac{Q_1 Q_2}{4\pi\varepsilon_0 er^2} = \frac{z_1 z_2 e^2}{4\pi\varepsilon_0 er^2}.
\]

For like charges, both \(W\) and \(F\) are positive and the force is repulsive, while for unlike charges they are negative and the force is attractive.

For completeness, we may also note that the electric field \(E\) at a distance \(r\) away from a charge \(Q_1\) is defined by

\[
E = \frac{Q_1}{4\pi\varepsilon_0 er^2} \quad \text{V m}^{-1}.
\]

This field, when acting on a second charge \(Q_2\) at \(r\), gives rise to a force

\[
F = Q_2 E = \frac{Q_1 Q_2}{4\pi\varepsilon_0 er^2}
\]

which is the same as Eq. (3.2).

Let us put the strength of the Coulomb interaction into perspective. For two isolated ions (e.g., Na\(^+\) and Cl\(^-\)) in contact, \(r\) is now the sum of the two ionic radii \((0.276 \text{ nm})\), and the binding energy is

\[
w(r) = -\frac{(1.602 \times 10^{-19})^2}{4\pi(8.854 \times 10^{-12})(0.276 \times 10^{-9})} = -8.4 \times 10^{-19} \text{ J}.
\]

In terms of the thermal energy \(kT = (1.38 \times 10^{-23})(300) = 4.1 \times 10^{-21} \text{ J}\) at 300 K, this energy turns out to be of order 200 kT per ion pair in vacuum,
viz. similar to the energies of covalent bonds (see Table 3.1). Only at a separation $r$ greater than about 56 nm will the Coulomb energy fall below $kT$. We have thus established that the Coulomb interaction is very strong and of long range.

**WORKED EXAMPLE**

**Question:** Show (i) that the Coulomb force on a charge $e$ near a flat surface of uniform charge density $\sigma$ is independent of the distance of the charge from the surface, and (ii) that the force on a charge $e$ near a sphere containing a net charge $Q$ uniformly distributed on its surface is the same as if all the charge $Q$ were concentrated at the centre of the sphere.

**Answer:**

- (i) Consider a circular strip of radius $r$ and width $dr$ on the charged surface. Position the charge $e$ on the axis passing through the centre of the circle at a distance $z$ from the surface. The distance between the charge and the circular strip is therefore $\sqrt{z^2 + r^2}$. If $\theta$ is the angle at the charge between the axis and the circle then the normal field at $z$ due to the circular strip of charge $2\pi r \, dr \, \sigma$ is

$$E_z = \sigma \int_0^\infty \frac{2\pi r \, dr \, \cos \theta}{4\pi \varepsilon_0 [z^2 + r^2]} = \frac{z \sigma}{2\pi \varepsilon_0} \int_0^\infty \frac{r \, dr}{[z^2 + r^2]^{3/2}} = \frac{\sigma}{2\pi \varepsilon_0}.$$

Thus the force on the charge $e\sigma/2\varepsilon_0$ is independent of its distance from the surface, $z$. Note that in practice, to ensure charge neutrality, there must be a countercharge somewhere else, and this may affect the net field experienced by the charge $e$. For example, let there be a surface of opposite charge density $-\sigma$ parallel to the first surface (as in a capacitor). Then the total field will be $\sigma/\varepsilon_0$ between the two surfaces (where the fields augment each other) and zero outside the surfaces (where they cancel). Likewise, between the two surfaces the net force on the charge is $e\sigma/\varepsilon_0$, independent of its distance from any of the surfaces. If the medium has dielectric constant $\varepsilon$, then $\varepsilon_0$ becomes replaced by $\varepsilon\varepsilon_0$ in the above equations.

- (ii) This part will be solved by calculating the electric potential at the charge $e$. Let the centre of the sphere (of radius $R$) be at $x = 0$ and position the charge on the $x$-axis at $x = z$, where $z > R$. Let $\sigma = Q/4\pi R^2$ be the surface charge density of the sphere. Consider a circular strip on the sphere centred at $x = R \cos \theta$ of radius $R \sin \theta$ and width $R \, d\theta$. The distance between the charge and the circular strip is therefore

$$\sqrt{(R \sin \theta)^2 + (z - R \cos \theta)^2} = \sqrt{z^2 - 2zR \cos \theta + R^2},$$

so that the potential at $x = z$ is

$$\psi_z = \int_0^\infty \frac{2\pi R^2 \sigma \sin \theta \, d\theta}{4\pi \varepsilon_0 [z^2 - 2zR \cos \theta + R^2]^{1/2}} = -\frac{Q}{4\pi \varepsilon_0 z}.$$

Thus, the electric field $E = d\psi/dz$ and force $F = eE$ is the same as for a point charge $Q$ located at the centre of the sphere, and therefore independent of the radius $R$ of the sphere.

*Comment:* Either of the above results could have been obtained by summing the potential and then differentiating with respect to $z$, as in (ii), or by summing the resolved force, as in (i). The above two examples are illustrations of Gauss' Law, which also applies to other $1/r^2$ forces such as the gravitational force. Gauss' Law is very useful for determining electrostatic fields and forces.

**3.4 IONIC CRYSTALS**

Coulomb forces (also known as ionic forces) hold the sodium and chloride ions together in the rigid salt lattice composed of alternate sodium and chloride ions, and the bond they give rise to is often referred to as the ionic bond. However, the above calculation of the binding energy of an isolated pair of Na$^+$-Cl$^-$ ions is too simplistic for estimating the mean energy of an ionic bond in a lattice. As was shown above, Coulomb forces are of very long range, which is manifested in the $1/r$ distance dependence of $\mu(r)$. For an accurate determination of the lattice energy the Coulomb energy of an ion with all the other ions in the lattice has to be summed, and not only with its nearest neighbours. Thus, in the NaCl crystal lattice each Na$^+$ has six nearest neighbour Cl$^-$ ions at $r = 0.276$ nm, 12 next-nearest neighbour Na$^+$ ions at $\sqrt{2}r$, eight more Cl$^-$ ions at $\sqrt{3}r$, etc.

The total interaction energy for a pair of Na$^+$-Cl$^-$ ions in the lattice is therefore

$$\mu = -\frac{e^2}{4\pi \varepsilon_0 r} \left[ 6 - \frac{12}{\sqrt{2}} + \frac{8}{\sqrt{3}} - \frac{6}{2} + \ldots \right]$$

$$= -\frac{e^2}{4\pi \varepsilon_0 r} \left[ 6 - 8.485 + 4.619 - 3.000 + \ldots \right]$$

$$= -1.748 \frac{e^2}{4\pi \varepsilon_0 r} = -1.46 \times 10^{-18} \text{ J.} \quad (3.4)$$
viz. similar to the energies of covalent bonds (see Table 3.1). Only at a separation $r$ greater than about 56 nm will the Coulomb energy fall below $kT$. We have thus established that the Coulomb interaction is very strong and of long range.

**WORKED EXAMPLE**

**Question:** Show (i) that the Coulomb force on a charge $e$ near a flat surface of uniform charge density $\sigma$ is independent of the distance of the charge from the surface, and (ii) that the force on a charge $e$ near a sphere containing a net charge $Q$ uniformly distributed on its surface is the same as if all the charge $Q$ were concentrated at the centre of the sphere.

**Answer:**
- (i) Consider a circular strip of radius $r$ and width $dr$ on the charged surface. Position the charge $e$ on the axis passing through the centre of the circle at a distance $z$ from the surface. The distance between the charge and the circular strip is therefore $\sqrt{z^2 + r^2}$. If $\theta$ is the angle at the charge between the axis and the circle then the normal field at $z$ due to the circular strip of charge $2\pi r dr \sigma$ is
  \[
  E_z = \frac{\sigma}{4\pi\epsilon_0} \int_0^\infty \frac{2\pi r dr \cos \theta}{\sqrt{z^2 + r^2}^3} = \frac{\sigma z}{2\epsilon_0} \int_0^\infty \frac{r dr}{\sqrt{(z^2 + r^2)^3}} = \frac{\sigma z}{2\epsilon_0}.
  \]

  Thus the force on the charge $e\sigma/2\epsilon_0$ is independent of its distance from the surface, $z$. Note that in practice, to ensure charge neutrality, there must be a countercharge somewhere else, and this may affect the net field experienced by the charge $e$. For example, let there be a surface of opposite charge density $-\sigma$ parallel to the first surface (as in a capacitor). Then the total field will be $\sigma/\epsilon_0$ between the two surfaces (where the fields augment each other) and zero outside the surfaces (where they cancel). Likewise, between the two surfaces the net force on the charge is $e\sigma/\epsilon_0$ independent of its distance from any of the surfaces. If the medium has dielectric constant $\varepsilon$, then $\epsilon_0$ becomes replaced by $\varepsilon\epsilon_0$ in the above equations.

- (ii) This part will be solved by calculating the electric potential at the charge $e$. Let the centre of the sphere (of radius $R$) be at $x = 0$ and position the charge on the $x$-axis at $x = z$, where $z > R$. Let $\sigma = Q/4\pi R^2$ be the surface charge density of the sphere. Consider a circular strip on the sphere centred at $x = R \cos \theta$ of radius $R \sin \theta$ and width $R d\theta$. The distance between the charge and the circular strip is therefore
  \[
  \sqrt{(R \sin \theta)^2 + (z - R \cos \theta)^2} = \sqrt{z^2 - 2zR \cos \theta + R^2},
  \]
  so that the potential at $x = z$ is
  \[
  \psi_z = \int_0^\infty \frac{2\pi R^2 \sigma \sin \theta \, \psi \, d\theta}{4\pi\epsilon_0 \left[z^2 - 2zR \cos \theta + R^2\right]^{1/2}} = \frac{Q}{4\pi\epsilon_0 z}.
  \]

  Thus, the electric field $E = d\psi/dz$ and force $F = eE$ is the same as for a point charge $Q$ located at the centre of the sphere, and therefore independent of the radius $R$ of the sphere.

(Comment: Either of the above results could have been obtained by summing the potential and then differentiating with respect to $z$, as in (ii), or by summing the resolved force, as in (i). The above two examples are illustrations of Gauss' Law, which also applies to other $1/r^2$ forces such as the gravitational force. Gauss' Law is very useful for determining electrostatic fields and forces.)

---

3.4 IONIC CRYSTALS

Coulomb forces (also known as ionic forces) hold the sodium and chloride ions together in the rigid salt lattice composed of alternate sodium and chloride ions, and the bond they give rise to is often referred to as the ionic bond. However, the above calculation of the binding energy of an isolated pair of Na$^+$-Cl$^-$ ions is too simplistic for estimating the mean energy of an ionic bond in a lattice. As was shown above, Coulomb forces are of very long range, which is manifested in the $1/r$ distance dependence of $w(r)$. For an accurate determination of the lattice energy the Coulomb energy of an ion with all the other ions in the lattice has to be summed, and not only with its nearest neighbours. Thus, in the NaCl crystal lattice each Na$^+$ has six nearest neighbour Cl$^-$ ions at $r = 0.276$ nm, 12 next-nearest neighbour Na$^+$ ions at $\sqrt{2}r$, eight more Cl$^-$ ions at $\sqrt{3}r$, etc.

The total interaction energy for a pair of Na$^+$-Cl$^-$ ions in the lattice is therefore

\[
\mu = -\frac{e^2}{4\pi\epsilon_0 r} \left[ \frac{6 - 12}{\sqrt{2}} + \frac{8 - 6}{\sqrt{3}} + \ldots \right]
\]

\[
= -\frac{e^2}{4\pi\epsilon_0 r} \left[ 6 - 8.485 + 4.619 - 3.000 + \ldots \right]
\]

\[
= -1.742 \frac{e^2}{4\pi\epsilon_0 r} = -1.46 \times 10^{-18} \text{ J.}
\]
The constant 1.748 is known as the Madelung constant and has different values for other crystal structures, varying between 1.638 and 1.763 for crystals composed of monovalent ions such as NaCl and CsCl, rising to about 5 for monovalent–divalent ion pairs such as CaF₂, and higher for multivalent ions such as SiO₂ and TiO₂. However, it is clear that the net (binding) energy is negative and that it is of the same order as for isolated ion pairs. To obtain the theoretical molar lattice energy or cohesive energy \( U \) of a NaCl crystal, we must multiply the above by Avogadro’s number \( N_0 \), thus

\[
U = -N_0 \mu = (6.02 \times 10^{23})(1.46 \times 10^{-18}) = 880 \text{ kJ mol}^{-1}. \quad (3.5)
\]

This is about 15% higher than the measured value due to our neglect of the repulsive forces at contact which lower the final binding energy. These very short-range repulsive forces will be discussed in Chapter 7. The above value for the molar lattice energy of NaCl is fairly representative of other alkali halide energies, which range from about 600 to 1000 kJ mol⁻¹ going from RbI to LiF, i.e., increasing with decreasing ionic size.

### 3.5 Reference States

It is important to always have the right reference state in mind when considering intermolecular interactions. Any value for the free energy is not very meaningful unless referred to some state with which it is being compared. Thus, when ions or molecules come together to form a condensed phase from the gaseous state, the reference state is at \( r = \infty \), and the interaction occurs in vacuum (\( \varepsilon = 1 \)). It is for this reason that Eq. (3.4) for the lattice energy of ionic crystals does not contain the dielectric constant of the medium (e.g., \( \varepsilon \approx 6 \) for NaCl). On the other hand, if two ions are interacting in a condensed liquid medium, the reference state is also at \( r = \infty \), but the dielectric constant now appears in the denominator of any expression for the Coulomb interaction since the interaction is now occurring entirely within the solvent medium.

### 3.6 Range of Coulomb Forces

One very important aspect of Coulomb forces concerns the range of the interaction. The inverse-square distance dependence of the Coulomb force, the same as for the gravitational force, appears to make it very long ranged, in apparent contradiction with the statement made earlier that all intermolecular force laws must fall with distance faster than \( 1/r^4 \) (\( 1/r^2 \) for the energy). Since positive ions always have negative ions nearby, whether they are in a lattice or in solution, the electric field becomes screened and decays more rapidly away from them than from a truly isolated ion. In Chapter 12 we shall see that at large distances the decay is always exponential with distance, thus making all Coulomb interactions between ionic crystals, charged surfaces, and dissolved ions of much shorter range (though still of much longer range than covalent forces).

### 3.7 The Born Energy of an Ion

When a single ion is in a vacuum or in a medium, even though it may not be interacting with other ions, it still has an electrostatic free energy—equal to the electrostatic work done in forming the ion—associated with it. In vacuum this energy is referred to as the self-energy, while in a medium it is referred to as the Born or solvation energy of an ion, and it is an important quantity since it determines among other things the extent to which ions will dissolve and partition in different solvents. Let us see how the Born energy arises.

Imagine the process of charging an atom or sphere of radius \( a \) by gradually increasing its charge from zero up to its full charge \( Q \). At any stage of this process let the ionic charge be \( q \), and let this be incremented by \( dq \). The work done in bringing this additional charge from infinity to \( r = a \) is therefore, from Eq. (3.1) putting \( Q_1 = q, Q_2 = dq \), and \( r = a \),

\[
dw = \frac{q \ dq}{4\pi\varepsilon_0 \ 6a}, \quad (3.6)
\]

so that the total free energy of charging the ion, the Born energy, is

\[
\mu^i = \int dw = \int_0^Q \frac{q \ dq}{4\pi\varepsilon_0 \ 6a} = \frac{Q^2}{8\pi\varepsilon_0 \ 6a} =\frac{(ze)^2}{8\pi\varepsilon_0 \ 6a}. \quad (3.7)
\]

The Born energy gives the electrostatic free energy of an ion in a medium of dielectric constant \( \varepsilon \). It is positive because the energy is unfavourable, viz. it is the energy of keeping a net charge \( Q \) distributed on the surface of a sphere against its own electrostatic repulsion. In Chapter 5 we shall see how the Born energy can also be obtained by summing the pair potentials of an ion with its surrounding solvent molecules.
The constant 1.748 is known as the Madelung constant and has different values for other crystal structures, varying between 1.638 and 1.763 for crystals composed of monovalent ions such as NaCl and CsCl, rising to about 5 for monovalent–divalent ion pairs such as CaF₂, and higher for multivalent ions such as SiO₂ and TiO₂. However, it is clear that the net (binding) energy is negative and that it is of the same order as for isolated ion pairs. To obtain the theoretical molar lattice energy or cohesive energy \( U \) of a NaCl crystal, we must multiply the above by Avogadro’s number \( N_A \), thus

\[
U = -N_A \mu^* = (6.02 \times 10^{23})(1.46 \times 10^{-18}) = 880 \text{ kJ mol}^{-1}.
\]  

(3.5)

This is about 15% higher than the measured value due to our neglect of the repulsive forces at contact which lower the final binding energy. These very short-range repulsive forces will be discussed in Chapter 7. The above value for the molar lattice energy of NaCl is fairly representative of other alkali halide energies, which range from about 600 to 1000 kJ mol⁻¹ going from RbI to LiF, i.e., increasing with decreasing ionic size.

3.5 Reference states

It is important to always have the right reference state in mind when considering intermolecular interactions. Any value for the free energy is not very meaningful unless referred to some state with which it is being compared. Thus, when ions or molecules come together to form a condensed phase from the gaseous state, the reference state is at \( r = \infty \), and the interaction occurs in vacuum (\( \varepsilon = 1 \)). It is for this reason that Eq. (3.4) for the lattice energy of ionic crystals does not contain the dielectric constant of the medium (e.g., \( \varepsilon \approx 6 \) for NaCl). On the other hand, if two ions are interacting in a condensed liquid medium, the reference state is also at \( r = \infty \), but the dielectric constant now appears in the denominator of any expression for the Coulomb interaction since the interaction is now occurring entirely within the solvent medium.

3.6 Range of Coulomb forces

One very important aspect of Coulomb forces concerns the range of the interaction. The inverse-square distance dependence of the Coulomb force, the same as for the gravitational force, appears to make it very long ranged, in apparent contradiction with the statement made earlier that all intermolecular force laws must fall with distance faster than \( 1/r^4 \). Since positive ions always have negative ions nearby, whether they are in a lattice or in solution, the electric field becomes screened and decays more rapidly away from them than from a truly isolated ion. In Chapter 12 we shall see that at large distances the decay is always exponential with distance, thus making all Coulomb interactions between ionic crystals, charged surfaces, and dissolved ions of much shorter range (though still of much longer range than covalent forces).

3.7 The Born energy of an ion

When a single ion is in a vacuum or in a medium, even though it may not be interacting with other ions, it still has an electrostatic free energy—equal to the electrostatic work done in forming the ion—associated with it. In vacuum this energy is referred to as the self-energy, while in a medium it is referred to as the Born or solution energy of an ion, and it is an important quantity since it determines among other things the extent to which ions will dissolve and partition in different solvents. Let us see how the Born energy arises.

Imagine the process of charging an atom or sphere of radius \( a \) by gradually increasing its charge from zero up to its full charge \( Q \). At any stage of this process let the ionic charge be \( q \), and let this be incremented by \( dq \). The work done in bringing this additional charge from infinity to \( r = a \) is therefore, from Eq. (3.1) putting \( Q_1 = q, Q_2 = dq \), and \( r = a \),

\[
dw = \frac{q \ dq}{4\pi \varepsilon_0 \varepsilon a},
\]

(3.6)

so that the total free energy of charging the ion, the Born energy, is

\[
\mu^* = \int dw = \int_0^Q \frac{q \ dq}{4\pi \varepsilon_0 \varepsilon a} = \frac{Q^2}{8\pi \varepsilon_0 \varepsilon a} = \frac{Q^2}{8\pi \varepsilon_0 \varepsilon}.\]

(3.7)

The Born energy gives the electrostatic free energy of an ion in a medium of dielectric constant \( \varepsilon \). It is positive because the energy is unfavourable, viz. it is the energy of keeping a net charge \( Q \) distributed on the surface of a sphere against its own electrostatic repulsion. In Chapter 5 we shall see how the Born energy can also be obtained by summing the pair potentials of an ion with its surrounding solvent molecules.
From Eq. (3.7) we see that the change in free energy on transferring an ion from a medium of low dielectric constant \( \varepsilon_1 \) to one of high dielectric constant \( \varepsilon_2 \) is negative, i.e., it is energetically favourable, and equal to

\[
\Delta \mu^i = -\frac{2}{8\pi\varepsilon_0 a} \left[ \frac{1}{\varepsilon_1} - \frac{1}{\varepsilon_2} \right] \left( \varepsilon^2 - 1 \right) kT \text{per ion at 300 K} \tag{3.8}
\]

or

\[
\Delta G = N_0 \Delta \mu^i = -\frac{69z^2}{a} \left[ \frac{1}{\varepsilon_1} - \frac{1}{\varepsilon_2} \right] \text{kJ mol}^{-1}, \tag{3.9}
\]

where \( a \) is given in nanometres. Thus, if one mole of monovalent cations and anions are transferred from the gas phase (\( \varepsilon = 1 \)) into water (\( \varepsilon = 78 \)), the gain in the molar free energy will be, assuming \( a = 0.14 \text{ nm} \) for both cations and anions,

\[
\Delta G = -2 \times 69 \left[ \frac{1}{0.14} - \frac{1}{78} \right] \approx -1000 \text{ kJ mol}^{-1}. \tag{3.10}
\]

Equations (3.7)–(3.9) provide the basis for calculating the partitioning of ions between different solvents. Note that the Born energy does not include the energy expended by solvents in forming the cavities for accommodating the ions; these are generally small compared to the large Born energy.

### 3.8 Solubility of Ions in Different Solvents

Closely related to partitioning is the solubility of ions in different solvents. Both the Coulomb energy and the Born energy are useful for understanding why ionic crystals such as Na⁺Cl⁻, in spite of their very high lattice energies, dissociate in water and in other solvents with high dielectric constants. If we consider the Coulomb interaction, Eq. (3.1), we immediately see that the electrostatic attraction between ions is much reduced, by a factor \( \varepsilon \), in a medium. This is a somewhat superficial approach to the problem since the Coulomb law is strictly not valid at very small interionic distances where the molecularity of the medium makes the continuum description (in terms of \( \varepsilon \)) break down. However, this approach does predict the right trends, so let us follow it up.

On the simplest level we may consider the difference in energy on going from the associated state to the dissociated state to be roughly given by Eq. (3.1). Thus, the free energy change in separating two monovalent ions such as Na⁺ and Cl⁻ from contact in a solvent medium of dielectric constant \( \varepsilon \) is

\[
\Delta \mu^i \approx \frac{e^2}{4\pi\varepsilon_0 \varepsilon^2 (a_+ + a_-)}.
\]

where \( a_+ \) and \( a_- \) are the ionic radii of Na⁺ and Cl⁻. This energy is positive since the attractive Coulomb interaction will always favour association. However, some fraction of the ions will always dissociate due to their entropy of dilution (Chapter 2). The concentration \( X_i \) of ions forming a saturated solution in equilibrium with the solid will therefore be given by Eq. (2.15):

\[
X_i = \exp\left(-\frac{\Delta \mu^i}{kT}\right) \approx \exp\left[-\frac{e^2}{4\pi\varepsilon_0 kT (a_+ + a_-)}\right]. \tag{3.11}
\]

where the value of the dimensionless parameter \( X_i \) may be identified with the solubility of the electrolyte in water, or in any solvent, in mole-fraction units. Thus, for NaCl in water, \( (a_+ + a_-) = 0.276 \text{ nm} \), \( \varepsilon = 78 \) at \( T = 298 \text{ K} \), we expect very roughly

\[
X_i \approx e^{-2.6} \approx 0.075,
\]

which may be compared with the experimental value of 0.11 mol mol⁻¹ (36 g l⁻¹).

While Eq. (3.11) is far too simplistic to account quantitatively for the solubilities of all electrolytes, it does predict the observed trends for monovalent salts reasonably well. For example, it predicts that the solubility of a salt in different solvents will be proportional to \( e^{-\Delta \mu/RT} \), where \( \varepsilon \) is the solvent dielectric constant. Thus a plot of \( \log X_i \) against \( 1/\varepsilon \) should yield a straight line. This is more or less borne out in practice, as shown in Fig. 3.1 for NaCl and the amino acid glycine in different solvents. The large solubilizing power of water to ions is therefore seen as arising quite simply from its high dielectric constant (Table 3.2) and not because of some special property of water.

From Eq. (3.11) we may also expect larger ions to be more soluble than smaller ions. This too is usually borne out in practice: alkali halide salts with large ionic radii, such as CsBr and KI, are generally much more soluble in
From Eq. (3.7) we see that the change in free energy on transferring an ion from a medium of low dielectric constant \( \varepsilon_1 \) to one of high dielectric constant \( \varepsilon_2 \) is negative, i.e., it is energetically favourable, and equal to

\[
\Delta\mu^1 = -\frac{Z^2 e^2}{8\pi\varepsilon_0 a} \left[ \frac{1}{\varepsilon_1} - \frac{1}{\varepsilon_2} \right] \text{J}
\]

or

\[
\Delta G = N_0 \Delta\mu^1 = -\frac{69Z^2}{a} \left[ \frac{1}{\varepsilon_1} - \frac{1}{\varepsilon_2} \right] \text{kT per ion at 300 K}
\]

(3.8)

where \( a \) is given in nanometres. Thus, if one mole of monovalent cations and anions are transferred from the gas phase (\( \varepsilon = 1 \)) into water (\( \varepsilon = 78 \)), the gain in the molar free energy will be, assuming \( a = 0.14 \text{ nm} \) for both cations and anions,

\[
\Delta G = -\frac{2 \times 69}{0.14} \left[ \frac{1}{78} - \frac{1}{78} \right] \approx -1000 \text{ kJ mol}^{-1}.
\]

(3.9)

Equations (3.7)–(3.9) provide the basis for calculating the partitioning of ions between different solvents. Note that the Born energy does not include the energy expended by solvents in forming the cavities for accommodating the ions; these are generally small compared to the large Born energy.

### 3.8 Solubility of Ions in Different Solvents

Closely related to partitioning is the solubility of ions in different solvents. Both the Coulomb energy and the Born energy are useful for understanding why ionic crystals such as Na\(^+\)Cl\(^-\), in spite of their very high lattice energies, dissociate in water and in other solvents with high dielectric constants. If we consider the Coulomb interaction, Eq. (3.1), we immediately see that the electrostatic attraction between ions is much reduced, by a factor \( \varepsilon \), in a medium. This is a somewhat superficial approach to the problem since the Coulomb law is strictly not valid at very small interionic distances where the molecularity of the medium makes the continuum description (in terms of \( \varepsilon \)) break down. However, this approach does predict the right trends, so let us follow it up.

On the simplest level we may consider the difference in energy on going from the associated state to the dissociated state to be roughly given by Eq. (3.1). Thus, the free energy change in separating two monovalent ions such as Na\(^+\) and Cl\(^-\) from contact in a solvent medium of dielectric constant \( \varepsilon \) is

\[
\Delta\mu^1 \approx \frac{e^2}{4\pi\varepsilon_0 \varepsilon (a_+ + a_-)}
\]

where \( a_+ \) and \( a_- \) are the ionic radii of Na\(^+\) and Cl\(^-\). This energy is positive since the attractive Coulomb interaction will always favour association. However, some fraction of the ions will always dissociate due to their entropy of dilution (Chapter 2). The concentration \( X_s \) of ions forming a saturated solution in equilibrium with the solid will therefore be given by Eq. (2.15):

\[
X_s = \exp(-\Delta\mu^1/kT) \approx \exp \left[ \frac{-e^2}{4\pi\varepsilon_0 \varepsilon kT (a_+ + a_-)} \right].
\]

(3.11)

where the value of the dimensionless parameter \( X_s \) may be identified with the solubility of the electrolyte in water, or in any solvent, in mole-fraction units. Thus, for NaCl in water, \((a_+ + a_-) = 0.276 \text{ nm}, \varepsilon = 78 \text{ at } T = 298 \text{ K}, we expect very roughly

\[
X_s \approx e^{-2.6} \approx 0.075,
\]

which may be compared with the experimental value of 0.11 mol mol\(^{-1}\) (36 g l\(^{-1}\)).

While Eq. (3.11) is far too simplistic to account quantitatively for the solubilities of all electrolytes, it does predict the observed trends for monovalent salts reasonably well. For example, it predicts that the solubility of a salt in different solvents will be proportional to \( e^{-\Delta\mu^1/kT} \), where \( \varepsilon \) is the solvent dielectric constant. Thus a plot of \( \log X_s \) against \( 1/\varepsilon \) should yield a straight line. This is more or less borne out in practice, as shown in Fig. 3.1 for NaCl and the amino acid glycine in different solvents. The large solubilizing power of water to ions is therefore seen as arising quite simply from its high dielectric constant (Table 3.2) and not because of some special property of water.

From Eq. (3.11) we may also expect larger ions to be more soluble than smaller ions. This too is usually borne out in practice: alkali halide salts with large ionic radii, such as CsBr and KI, are generally much more soluble in
**WORKED EXAMPLE**

*Question:* From the data of Fig. 3.1, estimate the interionic spacing between a sodium and chloride ion when these are in contact. Compare your result with the known value of 0.28 nm in the NaCl crystal.

---

**Table 3.2** Static dielectric constants \( \varepsilon \) of some common liquids and solids at 25°C

<table>
<thead>
<tr>
<th>Compound</th>
<th>( \varepsilon )</th>
<th>Compound</th>
<th>( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrogen bonding</td>
<td></td>
<td>Polymers</td>
<td></td>
</tr>
<tr>
<td>Methyl formamide</td>
<td>182.4</td>
<td>Polyurethane</td>
<td>2.4</td>
</tr>
<tr>
<td>Ethylene glycol</td>
<td>109.5</td>
<td>PTFE</td>
<td>2.0</td>
</tr>
<tr>
<td>Water</td>
<td>84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formamide</td>
<td>78.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>77.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formic acid</td>
<td>58.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Butanol</td>
<td>40.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethyl alcohol</td>
<td>32.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethanol</td>
<td>24.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n-Butanol</td>
<td>20.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ammonia</td>
<td>16.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acetic acid</td>
<td>6.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sodium chloride</td>
<td>6.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silica</td>
<td>8.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Non-hydrogen bonding**

<table>
<thead>
<tr>
<th>Compound</th>
<th>( \varepsilon )</th>
<th>Compound</th>
<th>( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone</td>
<td>20.7</td>
<td>Miscellaneous</td>
<td></td>
</tr>
<tr>
<td>Chloroform</td>
<td>4.8</td>
<td>Paraffin (liquid)</td>
<td>2.2</td>
</tr>
<tr>
<td>Benzene</td>
<td>2.3</td>
<td>Paraffin wax (solid)</td>
<td>2.2</td>
</tr>
<tr>
<td>Carbon</td>
<td>2.8</td>
<td>Silicone oil</td>
<td></td>
</tr>
<tr>
<td>Tetrachloroethane</td>
<td>2.2</td>
<td>Liquid helium (2–3 K)</td>
<td>1.055</td>
</tr>
<tr>
<td>Cyclohexane</td>
<td>2.0</td>
<td>Water (liquid at 0°C)</td>
<td>87.9</td>
</tr>
<tr>
<td>Dodecane</td>
<td>2.0</td>
<td>Water (ice at 0°C)</td>
<td>91.6–106.4</td>
</tr>
<tr>
<td>Hexane</td>
<td>1.9</td>
<td>Air (dry)</td>
<td>1.00054</td>
</tr>
</tbody>
</table>

*The dielectric constant is a measure of the extent of reduction of electric fields and consequently of the reduced strengths of electrostatic interactions in a medium.*

**Answer:**

- The slope of the NaCl line in Fig. 3.1 is \( 2.303 \times 5/0.069 = -167 \). Using Eq. (3.11) this corresponds to an interionic spacing given by \( (a_+ + a_-) = (1.602 \times 10^{-19})^2/4\pi(8.854 \times 10^{-12})(4.1 \times 10^{-21})(167) = 3.4 \times 10^{-10} \). This is about 0.06 nm larger than in the pure, dry crystal. Given the gross assumptions that were made in deriving Eq. (3.11) it is surprising that the calculated value differs from the correct value by only 20% (see Problem 3.5).

- The solubility of an electrolyte is strictly determined by the difference in the free energy of the ions in the solid lattice from that in solution. In the above approach we did not consider the lattice energy specifically; but it is
various solvents than salts such as NaF and LiF; the latter has the smallest interionic distance and is the least soluble of the alkali halides in water.

**WORKED EXAMPLE**

*Question:* From the data of Fig. 3.1, estimate the interionic spacing between a sodium and chloride ion when these are in contact. Compare your result with the known value of 0.28 nm in the NaCl crystal.

---

**Answer:**

The slope of the NaCl line in Fig. 3.1 is $2.303 \times 5/0.069 = -167$. Using Eq. (3.11) this corresponds to an interionic spacing given by: $a_{+} + a_{-} = (1.602 \times 10^{-19})^{2} / 4 \pi(8.854 \times 10^{-12})(4.1 \times 10^{-21})(167) = 3.4 \times 10^{-10}$ m = 0.34 nm. This is about 0.06 nm larger than in the pure, dry crystal. Given the gross assumptions that were made in deriving Eq. (3.11) it is surprising that the calculated value differs from the correct value by only 20% (see Problem 3.5).

The solubility of an electrolyte is strictly determined by the difference in the free energy of the ions in the solid lattice from that in solution. In the above approach we did not consider the lattice energy specifically; but it is...
also possible to approach the problem in a way that takes the lattice energy into account, by splitting up the dissociation process into two well-defined stages. The first is the dissociation of the solid into isolated gaseous ions, and the second is the transfer of these ions into the solvent. In this approach (see, e.g., Dasent, 1970; Pass, 1973) the energy associated with the first stage is simply the positive lattice energy, while the second stage reduces this by the negative Born energies of transferring the ions from the gas phase \((e = 1)\) into the solvent medium of dielectric constant \(\epsilon\). However, for water, the theoretical Born energies turn out to be much too large, even larger than the lattice energies (compare Eq. (3.5) with Eq. (3.10)), and so to obtain agreement with measured solubility and other thermodynamic data it has been found necessary to ‘correct’ the crystal lattice radii of ions by increasing them by 0.02 to 0.09 nm when the ions are in water. The larger ‘effective’ sizes of ions in water arises from their solvation or hydration shells (discussed in Chapter 4).

While both the Coulomb and Born energy approaches usually predict the right trends, neither are quantitatively reliable, because they ignore the complex and sometimes specific interactions that can occur between dissolved ions and the solvent molecules in their immediate vicinity. This problem has already been referred to as the solvent effect, and it is particularly acute when the solvent is water and for multivalent ions.

3.9 SPECIFIC ION–SOLVENT EFFECTS

The solvent effect is at the heart of all problems concerning the interactions between molecules (and surfaces) in a liquid medium at small separations. Here the medium cannot always be treated as a structureless continuum defined solely in terms of its bulk properties such as its bulk dielectric constant, bulk density, etc., and where highly specific solvent effects can arise. This presents serious theoretical and conceptual problems because these effects necessarily involve the simultaneous interactions of many molecules.

There are two basic approaches to this problem. The first is to ‘work down’ from the continuum to the molecular level. In this approach one usually assumes that at least some of the bulk properties of the system, for example, the dielectric constant and density of the solvent, hold right down to molecular dimensions. In the second approach one starts from the specific interactions occurring at the atomic and molecular levels and then attempts to ‘build up’ the properties of the whole system. This dichotomy of approaches will be a recurring theme in theoretical treatments of various intermolecular forces. These two approaches are commonly referred to as continuum and molecular theories.

To understand the solvent effect for Coulomb interactions, we must investigate how a solvent affects the electric fields around dissolved ions. Ultimately, we shall have to consider the origin of the dielectric permittivity, \(\epsilon\), since this is what defines the ‘solvent’ in all equations for electrostatic interactions. Let us start with the continuum approach, and attempt to assess its limitations by examining in more detail the origin of the Born and Coulomb energies.

3.10 CONTINUUM APPROACH

The Born energy of an ion is strictly a measure of the free energy associated with the electric field around the ion. From electrostatic theory (Guggenheim, 1949, Ch. 12; Landau and Lifshitz, 1963, Ch. II) the free energy density of an electric field arising from a fixed charge is \(\frac{1}{2}\epsilon_0 E^2\) per unit volume. By integrating the energy density over all of space we readily obtain Eq. (3.7) for the Born energy:

\[
\mu^i = -\frac{1}{2} \epsilon_0 \epsilon \int E^2 \, dV = \frac{1}{2} \epsilon_0 \epsilon \int_0^\infty \frac{Q^2}{(4\pi \epsilon_0 \epsilon r^2)^2} \, 4\pi r^2 \, dr = \frac{Q^2}{8\pi \epsilon_0 \epsilon a}.
\]

The above derivation provides us with some important insights: First, the electrostatic self-energy is seen not to be concentrated on the ion itself, but rather it is spread out over the whole of space around the ion; thus, if in the above we integrate from \(r = a\) to \(r = R\), we find that the energy contained within a finite sphere of radius \(R\) around the ion is

\[
-\frac{Q^2}{8\pi \epsilon_0 \epsilon} \left[ \frac{1}{a} - \frac{1}{R} \right].
\]

For example, for an ion of radius 0.1 nm, 50% of its energy will be contained within a sphere of radius 0.2 nm and 90% within a radius of 1.0 nm. Thus, if the Born energy equation is to be applicable in a condensed medium, the value of the dielectric constant of the medium must already be equal to the bulk value at \(\sim 0.1\) nm away from the ion, a distance that is smaller than even the smallest solvent molecule.

Second, it can be shown that the Coulomb interaction in a medium can also be derived from the change in the electric field energy, integrated over
also possible to approach the problem in a way that takes the lattice energy into account, by splitting up the dissociation process into two well-defined stages. The first is the dissociation of the solid into isolated gaseous ions, and the second is the transfer of these ions into the solvent. In this approach (see, e.g., Dasent, 1970; Pass, 1973) the energy associated with the first stage is simply the positive lattice energy, while the second stage reduces this by the negative Born energies of transferring the ions from the gas phase (\(e = 1\)) into the solvent medium of dielectric constant \(\varepsilon\). However, for water, the theoretical Born energies turn out to be much too large, even larger than the lattice energies (compare Eq. (3.5) with Eq. (3.10)), and so to obtain agreement with measured solubility and other thermodynamic data it has been found necessary to 'correct' the lattice crystal radii of ions by increasing them by 0.02 to 0.09 nm when the ions are in water. The larger 'effective' sizes of ions in water arises from their solvation or hydration shells (discussed in Chapter 4).

While both the Coulomb and Born energy approaches usually predict the right trends, neither are quantitatively reliable, because they ignore the complex and sometimes specific interactions that can occur between dissolved ions and the solvent molecules in their immediate vicinity. This problem has already been referred to as the solvent effect, and it is particularly acute when the solvent is water and for multivalent ions.

3.9 SPECIFIC ION–SOlVENT EFFECTS

The solvent effect is at the heart of all problems concerning the interactions between molecules (and surfaces) in a liquid medium at small separations. Here the medium cannot always be treated as a structureless continuum defined solely in terms of its bulk properties such as its bulk dielectric constant, bulk density, etc., and where highly specific solvent effects can arise. This presents serious theoretical and conceptual problems because these effects necessarily involve the simultaneous interactions of many molecules.

There are two basic approaches to this problem. The first is to 'work down' from the continuum to the molecular level. In this approach one usually assumes that at least some of the bulk properties of the system, for example, the dielectric constant and density of the solvent, hold right down to molecular dimensions. In the second approach one starts from the specific interactions occurring at the atomic and molecular levels and then attempts to 'build up' the properties of the whole system. This dichotomy of approaches will be a recurring theme in theoretical treatments of various intermolecular forces. These two approaches are commonly referred to as continuum and molecular theories.

To understand the solvent effect for Coulomb interactions, we must investigate how a solvent affects the electric fields around dissolved ions. Ultimately, we shall have to consider the origin of the dielectric permittivity, \(\varepsilon\), since this is what defines the 'solvent' in all equations for electrostatic interactions. Let us start with the continuum approach, and attempt to assess its limitations by examining in more detail the origin of the Born and Coulomb energies.

3.10 CONTINUUM APPROACH

The Born energy of an ion is strictly a measure of the free energy associated with the electric field around the ion. From electrostatic theory (Guggenheim, 1949, Ch. 12; Landau and Lifshitz, 1963, Ch. II) the free energy density of an electric field arising from a fixed charge is \(\frac{1}{2} \varepsilon_0 \varepsilon E^2\) per unit volume. By integrating the energy density over all of space we readily obtain Eq. (3.7) for the Born energy:

\[
\mu' = \frac{1}{2} \varepsilon_0 \varepsilon \int E^2 \, dV = \frac{1}{2} \varepsilon_0 \varepsilon \int_{r=a}^{R} \frac{Q^2}{(4\pi \varepsilon_0 \varepsilon r^2)^2} 4\pi r^2 \, dr = \frac{Q^2}{8\pi \varepsilon_0 \varepsilon a} \quad (3.12)
\]

The above derivation provides us with some important insights: First, the electrostatic self-energy is seen not to be concentrated on the ion itself, but rather it is spread out over the whole of space around the ion; thus, if in the above we integrate from \(r = a\) to \(r = R\), we find that the energy contained within a finite sphere of radius \(R\) around the ion is

\[
-\frac{Q^2}{8\pi \varepsilon_0 \varepsilon} \left[ \frac{1}{a} - \frac{1}{R} \right] \quad (3.13)
\]

For example, for an ion of radius 0.1 nm, 50% of its energy will be contained within a sphere of radius 0.2 nm and 90% within a radius of 1.0 nm. Thus, if the Born energy equation is to be applicable in a condensed medium, the value of the dielectric constant of the medium must already be equal to the bulk value at \(\sim 0.1\) nm away from the ion, a distance that is smaller than even the smallest solvent molecule.

Second, it can be shown that the Coulomb interaction in a medium can also be derived from the change in the electric field energy, integrated over
the whole of space, when two charges are brought together. The Coulomb interaction can therefore be considered as the change in the Born energies of two charges as they approach each other. This is conceptually important since it shows that the Coulomb interaction in a medium is not determined by the dielectric constant in the region between two charges but by its value in the region surrounding (as well as between) the charges. It is for this reason that the strength of the Coulomb interaction of two oppositely charged ions will be reduced in a solvent medium even if the ions still remain in contact, that is, even before there are any solvent molecules between them! This is yet another manifestation of the long-range nature of electrostatic interactions. And it clearly shows why the extremely strong ionic 'bond' is so easily disrupted in a medium of high dielectric constant such as water, in marked contrast to the short-range covalent bonds, which—though often weaker—are not generally broken by a solvent.

We have now established how a solvent medium affects the electrostatic Born and Coulomb energies of ions. We have seen that it is the value of \( \varepsilon \) of the locally surrounding medium that is important and that if the standard expressions for the Born and Coulomb energies (and other interaction energies that depend on \( \varepsilon \)) are to apply, the bulk value of \( \varepsilon \) must be attained already within the first shell of surrounding solvent molecules. In Section 4.8 we shall see that for water near monovalent ions, this is more or less expected on theoretical grounds. Experimentally, too, this is often the case, and we may recall how the Coulomb and Born energies are able to predict, at least semiquantitatively, the solubilities of monovalent ionic salts in different solvents. But we shall also encounter numerous instances where such continuum theories break down at small intermolecular distances.

### 3.11 Molecular Approach: Computer Simulations

In reality, two solute molecules do not see themselves surrounded by a homogeneous liquid medium, but rather by discrete molecules of a given size and shape, and, for water, possessing a large dipole moment. In recent years, much effort has been invested in developing molecular theories of liquids and of solute–solvent, solute–solute and surface–surface interactions in liquids. In the molecular approach, each molecule is individually modelled in terms of its known structure (including all the interatomic bond lengths, bond angles, atomic radii, charge distributions, etc.). A computer then works out how an 'ensemble' of such molecules will behave when they are allowed to interact according to some interaction potential, such as the Lennard–Jones potential, Eq. (1.7), for simple molecules or more complex potentials for more complex molecules (e.g., water). Such computer simulations or computer experiments are increasingly providing unique insights into the properties of different systems at the molecular level.

The two most popular types of computer simulations are the Monte Carlo (MC) and Molecular Dynamics (MD) techniques (Allen and Tildesley, 1987). In the MC technique a number of molecules (or ions or particles) are confined within a box or cell. One molecule, chosen at random, is then moved to a different position, also chosen at random (hence 'Monte Carlo'). The computer then determines whether to accept or reject this move depending on whether the total energy of the system has decreased or increased. This process is repeated many times until there is no further change in the energy and other computed properties of the system, at which point the system is deemed to have reached thermodynamic equilibrium.

In the MD technique the computer first calculates the force on each molecule arising from all the other molecules and then, by solving Newton’s equations of motion, determines how the molecule moves in response to this force. This computation is done simultaneously and continuously for all the molecules in the box from which their trajectories can be followed in space and time. An MD simulation always gives the same final result as an MC simulation for the equilibrium state of a system, but MD is more expensive than MC. On the other hand, an MD simulation is usually more revealing because it provides information on how molecules actually move (hence 'molecular dynamics'). Thus, with MD one can also study time-dependent phenomena, non-equilibrium effects, fluid flow and other transport phenomena, which cannot be done with MC.

In a typical MD simulation of a system consisting of 1000 molecules, it will take about 10^{-5} s to compute the force on one molecule and follow its motion over some fraction of an ångstrom in response to this force. This move will correspond to 10^{-14} s of ‘real’ time. Thus to simulate 100 moves for each of the 1000 molecules (10^5 moves in all) will take 100 \times 1000 \times 10^{-5} \text{ s} = 1 \text{ of computer time}. Yet this simulates only 1 ps of real time—the time of a single bond vibration. To simulate a molecular rotation (\sim 1 ns of real time) takes 10^3 s; to simulate slow molecular reorientations of polymers or the collision of two colloidal particles (\sim 1 \mu s of real time) takes \sim 10 days, while 1 s of real time currently requires 30 000 years.

A properly executed computer simulation, whether MC or MD, is regarded as providing the exact solution to any well-defined problem, and all other (analytic) theories stand or fall depending on how well their predictions can be supported by computer simulation. Of course, the correctness of the results depends on using the correct interaction potentials in the first place, a matter that can only be established by comparison with real (as opposed to computer) experiments.
the whole of space, when two charges are brought together. The Coulomb interaction can therefore be considered as the change in the Born energies of two charges as they approach each other. This is conceptually important since it shows that the Coulomb interaction in a medium is not determined by the dielectric constant in the region between two charges but by its value in the region surrounding (as well as between) the charges. It is for this reason that the strength of the Coulomb interaction of two oppositely charged ions will be reduced in a solvent medium even if the ions still remain in contact, that is, even before there are any solvent molecules between them! This is yet another manifestation of the long-range nature of electrostatic interactions. And it clearly shows why the extremely strong ionic ‘bond’ is so easily disrupted in a medium of high dielectric constant such as water, in marked contrast to the short-range covalent bonds, which — though often weaker — are not generally broken by a solvent.

We have now established how a solvent medium affects the electrostatic Born and Coulomb energies of ions. We have seen that it is the value of $\epsilon$ of the locally surrounding medium that is important and that if the standard expressions for the Born and Coulomb energies (and other interaction energies that depend on $\epsilon$) are to apply, the bulk value of $\epsilon$ must be attained already within the first shell of surrounding solvent molecules. In Section 4.8 we shall see that for water near monovalent ions, this is more or less expected on theoretical grounds. Experimentally, too, this is often the case, and we may recall how the Coulomb and Born energies are able to predict, at least semiquantitatively, the solubilities of monovalent ionic salts in different solvents. But we shall also encounter numerous instances where such continuum theories break down at small intermolecular distances.

3.11 Molecular approach: computer simulations

In reality, two solute molecules do not see themselves surrounded by a homogeneous liquid medium, but rather by discrete molecules of a given size and shape, and, for water, possessing a large dipole moment. In recent years, much effort has been invested in developing molecular theories of liquids and of solute–solvent, solute–solute and surface–surface interactions in liquids. In the molecular approach, each molecule is individually modelled in terms of its known structure (including all the interatomic bond lengths, bond angles, atomic radii, charge distributions, etc.). A computer then works out how an ‘ensemble’ of such molecules will behave when they are allowed to interact according to some interaction potential, such as the Lennard–Jones potential, Eq. (1.7), for simple molecules or more complex potentials for more complex molecules (e.g., water). Such computer simulations or computer experiments are increasingly providing unique insights into the properties of different systems at the molecular level.

The two most popular types of computer simulations are the Monte Carlo (MC) and Molecular Dynamics (MD) techniques (Allen and Tildesley, 1987). In the MC technique a number of molecules (or ions or particles) are confined within a box or cell. One molecule, chosen at random, is then moved to a different position, also chosen at random (hence ‘Monte Carlo’). The computer then determines whether to accept or reject this move depending on whether the total energy of the system has decreased or increased. This process is repeated many times until there is no further change in the energy and other computed properties of the system, at which point the system is deemed to have reached thermodynamic equilibrium.

In the MD technique the computer first calculates the force on each molecule arising from all the other molecules and then, by solving Newton’s equations of motion, determines how the molecule moves in response to this force. This computation is done simultaneously and continuously for all the molecules in the box from which their trajectories can be followed in space and time. An MD simulation always gives the same final result as an MC simulation for the equilibrium state of a system, but MD is more expensive than MC. On the other hand, an MD simulation is usually more revealing because it provides information on how molecules actually move (hence ‘molecular dynamics’). Thus, with MD one can also study time-dependent phenomena, non-equilibrium effects, fluid flow and other transport phenomena, which cannot be done with MC.

In a typical MD simulation of a system consisting of 1000 molecules, it will take about $10^{-5}$ s to compute the force on one molecule and follow its motion over some fraction of an Ångström in response to this force. This move will correspond to $10^{-14}$ s of ‘real’ time. Thus to simulate 100 moves for each of the 1000 molecules ($10^5$ moves in all) will take $100 \times 1000 \times 10^{-5}$ s = 1 of computer time. Yet this simulates only 1 ps of real time — the time of a single bond vibration. To simulate a molecular rotation (~1 ns of real time) takes $10^3$ s; to simulate slow molecular reorientations of polymers or the collision of two colloidial particles (~1 μs of real time) takes ~10 days, while 1 s of real time currently requires 30,000 years.

A properly executed computer simulation, whether MC or MD, is regarded as providing the exact solution to any well-defined problem, and all other (analytic) theories stand or fall depending on how well their predictions can be supported by computer simulation. Of course, the correctness of the results depends on using the correct interaction potentials in the first place, a matter that can only be established by comparison with real (as opposed to computer) experiments.
Computer simulations provide the most powerful theoretical tools available today for studying an almost endless variety of interesting phenomena (Ciccotti et al., 1987), ranging from the way NaCl ionizes in water to the interactions of polymers and proteins to friction and lubrication. In future chapters we shall explore the results and implications of computer simulations after we have acquired a better overview of the various intermolecular potentials that they employ.

**PROBLEMS AND DISCUSSION TOPICS**

3.1 It is often argued that the Lennard–Jones potential \( w(r) = B/r^{12} - A/r^6 \) is applicable to chemical bonds as well as physical bonds, where the attractive van der Waals term remains unchanged and where only a difference in the repulsive coefficient, \( B \), distinguishes between the two types of interactions.

Consider two atoms for which \( A = 10^{-77} \text{ J m}^6 \), and where their equilibrium separation is at \( r_0 = 0.35 \text{ nm} \) and \( r_0 = 0.15 \text{ nm} \) for the case of physical and chemical binding, respectively. Assuming the above hypothesis to be true, calculate the values of \( w_{\text{min}} \) in each case and then argue whether your result tends to support the above view.

3.2 How many negatively charged ions can be put in contact around one positively charged ion of the same radius such that the net Coulombic energy of the cluster is still negative (i.e. energetically favourable). Is your answer physically meaningful, and if so in what situations?

3.3 Calculate the total Coulomb interaction energy of a Na\(^+\) ion with its 12 closest Cl\(^-\) ions and 11 closest Na\(^+\) ions in a NaCl lattice (cf. Section 3.4). Note that this cluster of 24 ions is overall electrically neutral. What does your answer suggest concerning the contribution of distant ions to the total lattice energy (or mean ionic bond energy) in the NaCl crystal? Check your conclusion by considering a neutral cluster of 26 ions.

3.4 Show that if a charged liquid drop evaporates in air, there will come a point at which it becomes unstable and break up into smaller charged droplets. This is known as the Rayleigh limit. If the charge on the drop is \( Q = 100e \) and the liquid is water which has a surface tension of \( \gamma = 72 \text{ mN m}^{-1} \) (numerically equal to the surface energy in units of \( \text{mJ m}^{-2} \)), at what drop radius \( R \) will this happen and what will be the nature of the fragmentation? (Comment: under realistic conditions this problem is much more subtle than appears at first sight, requiring consideration of the following: the vapour pressure of the water, whether the instability is mechanical or thermodynamic, alternative non-spherical droplet shapes and non-uniform charge distributions. You should also consider what prevents the charges from leaving the droplet in the first place.)

3.5 Look up the values for the solubility of KCl in some of the same solvents as those in Fig. 3.1. Use these to determine a value for the interionic spacing of K\(^+\)–Cl\(^-\), and compare this with the value obtained for Na\(^+\)–Cl\(^-\) (see the worked example in Section 3.8). Is your result reasonable?

3.6 Two solid spheres, 1 and 2, of density 1.0 g cm\(^{-3}\) and 10.0 g cm\(^{-3}\) are in an inert liquid medium 3 of density 2.0 g cm\(^{-3}\) and dielectric constant 2.0 (Fig. 3.2). Sphere 1 carries a charge \( +e \) and sphere 2 carries a charge \( -e \). If the spheres have the same radius \( R \) calculate the value of \( R \) for there to be no long range force between them at any separation \( D \).

3.7 Show that inside a uniformly charged sphere the electric field is everywhere zero. (Refer to Worked Example in Section 3.3.)

3.8 (i) In the language of computer simulations what are “periodic boundary condition” and what is the meaning of “ergodicity”?

(ii) How do the following factors limit the reliability of a simulation: (a) the use of a cell of finite size; (b) the use of a finite number of particles; (c) the finite time of a simulation; (d) the need to start the simulation with the particles in some arbitrary configuration.

(iii) Consider a colloidal dispersion of particles in a liquid where, due to surface-induced solvent structuring effects, the viscosity of the liquid is much higher near the surface of the particles than in the bulk. Thus, during a Brownian collision, two approaching particles would be slowed down and therefore experience an additional, effectively repulsive, hydrodynamic force. Would this effect modify the equilibrium mean distribution of the particles? What other possible effects would an increased viscosity near the surfaces have on any measurable properties of the colloidal dispersion?
Computer simulations provide the most powerful theoretical tools available today for studying an almost endless variety of interesting phenomena (Ciccotti et al., 1987), ranging from the way NaCl ionizes in water to the interactions of polymers and proteins to friction and lubrication. In future chapters we shall explore the results and implications of computer simulations after we have acquired a better overview of the various intermolecular potentials that they employ.

**PROBLEMS AND DISCUSSION TOPICS**

3.1 It is often argued that the Lennard–Jones potential \( w(r) = B/r^{12} - A/r^6 \) is applicable to chemical bonds as well as physical bonds, where the attractive van der Waals term remains unchanged and where only a difference in the repulsive coefficient, \( B \), distinguishes between the two types of interactions.

Consider two atoms for which \( A = 10^{-77} \) J m\(^6\), and where their equilibrium separation is at \( r_0 = 0.35 \) nm and \( r_0 = 0.15 \) nm for the case of physical and chemical binding, respectively. Assuming the above hypothesis to be true, calculate the values of \( w_{\text{min}} \) in each case and then argue whether your result tends to support the above view.

3.2 How many negatively charged ions can be put in contact around one positively charged ion of the same radius such that the net Coulombic energy of the cluster is still negative (i.e. energetically favourable). Is your answer physically meaningful, and if so in what situations?

3.3 Calculate the total Coulomb interaction energy of a Na\(^+\) ion with its 12 closest Cl\(^-\) ions and 11 closest Na\(^+\) ions in a NaCl lattice (cf. Section 3.4). Note that this cluster of 24 ions is overall electrically neutral. What does your answer suggest concerning the contribution of distant ions to the total lattice energy (or mean ionic bond energy) in the NaCl crystal? Check your conclusion by considering a neutral cluster of 26 ions.

3.4 Show that if a charged liquid droplet evaporates in air, there will come a point at which it will become unstable and break up into smaller charged droplets. This is known as the Rayleigh limit. If the charge on the drop is \( Q = 100e \) and if the liquid is water which has a surface tension of \( \gamma = 72 \) mN m\(^{-1}\) (numerically equal to the surface energy in units of MJ m\(^{-2}\)), at what drop radius \( R \) will this happen and what will be the nature of the fragmentation? (Comment: under realistic conditions this problem is much more subtle than appears at first sight, requiring consideration of the following: the vapour pressure of the water, whether the instability is mechanical or thermodynamic, alternative non-spherical droplet shapes and non-uniform charge distributions. You should also consider what prevents the charges from leaving the droplet in the first place.)

3.5 Look up the values for the solubility of KCl in some of the same solvents as those in Fig. 3.1. Use these to determine a value for the interionic spacing of K\(^+\)--Cl\(^-\), and compare this with the value obtained for Na\(^+\)--Cl\(^-\) (see the worked example in Section 3.8). Is your result reasonable?

3.6 Two solid spheres, 1 and 2, of density 1.0 g cm\(^{-3}\) and 10.0 g cm\(^{-3}\) are in an inert liquid medium 3 of density 2.0 g cm\(^{-3}\) and dielectric constant 2.0 (Fig. 3.2). Sphere 1 carries a charge \(+e\) and sphere 2 carries a charge \(-e\). If the spheres have the same radius \( R \) calculate the value of \( R \) for there to be no long range force between them at any separation \( D \).

3.7 Show that inside a uniformly charged sphere the electric field is everywhere zero. (Refer to Worked Example in Section 3.3.)

3.8 (i) In the language of computer simulations what are "periodic boundary condition" and what is the meaning of "ergodicity"?

(ii) How do the following factors limit the reliability of a simulation: (a) the use of a cell of finite size; (b) the use of a finite number of particles; (c) the finite time of a simulation; (d) the need to start the simulation with the particles in some arbitrary configuration.

(iii) Consider a colloidal dispersion of particles in a liquid where, due to surface-induced solvent structuring effects, the viscosity of the liquid is much higher near the surface of the particles than in the bulk. Thus, during a Brownian collision, two approaching particles would be slowed down and therefore experience an additional, effectively repulsive, hydrodynamic force. Would this effect modify the equilibrium mean distribution of the particles? What other possible effects would an increased viscosity near the surfaces have on any measurable properties of the colloidal dispersion?
4.1 What are polar molecules?

Most molecules carry no net charge, but many possess an electric dipole. For example, in the HCl molecule the chlorine atom tends to draw the hydrogen’s electron towards itself, and this molecule therefore has a permanent dipole. Such molecules are called polar molecules. The dipoles of some molecules depend on their environment and can change substantially when they are transferred from one medium to another, especially when molecules become ionized in a solvent. For example, the amino acid molecule glycine contains an acidic group on one side and a basic group on the other. In water this molecule exists as a dipolar molecule in the following form:

\[
\text{NH}_2\text{C}^{-}\text{C}^{-}\text{OH} \quad \text{basic} \quad \text{acidic}
\]

\[
\text{NH}_3^+\text{C}^{-}\text{H}^{-}\text{O}^{-} \quad \text{Glycine} \quad \text{Glycine in water}
\]

Such dipolar molecules in water are also referred to as zwitterions. Quite often the magnitude of the positive and negative charges on zwitterions are not the same, and these molecules therefore possess a net charge in addition to a dipole. Such molecules are then referred to as dipolar ions. It should already be apparent that the interactions and the solvent effects of polar molecules can be very complex. The dipole moment of a polar molecule is defined as

\[
u = ql,
\]

where \( l \) is the distance between the two charges \( +q \) and \( -q \). Thus, for two electronic charges \( q = \pm e \) separated by \( l = 0.1 \) nm, the dipole moment is \( \mu = (1.602 \times 10^{-19})(10^{-19}) = 1.6 \times 10^{-29} \text{ C m} = 4.8 \text{ D}. \) The unit of dipole moment is the Debye, where 1 Debye \( = 1 \text{ D} = 3.336 \times 10^{-30} \text{ C m}. \) Small polar molecules have moments of the order of 1 D, some of which are listed in Table 4.1. Permanent dipole moments only occur in asymmetric molecules and thus not in single atoms. For isolated molecules, they arise from the asymmetric displacements of electrons along the covalent bonds, and it is therefore not surprising that a characteristic dipole moment can be assigned to each type of covalent bond. Table 4.1 also lists some of these bond moments, which lie parallel to the axis of each bond. These values are approximate but very useful for estimating the dipole moments of molecules and especially of parts of molecules by vectorial summation of their bond moments. For example, the dipole moment of gaseous \( \text{H}_2\text{O} \), where the \( \text{H}^{-}\text{O}^-\text{H} \) angle is
4.1 What are polar molecules?

Most molecules carry no net charge, but many possess an electric dipole. For example, in the HCl molecule the chlorine atom tends to draw the hydrogen's electron towards itself, and this molecule therefore has a permanent dipole. Such molecules are called polar molecules. The dipoles of some molecules depend on their environment and can change substantially when they are transferred from one medium to another, especially when molecules become ionized in a solvent. For example, the amino acid molecule glycine contains an acidic group on one side and a basic group on the other. In water this molecule exists as a dipolar molecule in the following form:

\[
\begin{align*}
\text{NH}_2 & \quad \text{ basic} \\
\text{H} & \quad \text{C} \quad \text{C} \quad \text{O} \\
\text{H} & \quad \quad \quad \quad \\
\text{Glycine} & \quad \text{in water}
\end{align*}
\]

Such dipolar molecules in water are also referred to as zwitterions. Quite often the magnitude of the positive and negative charges on zwitterions are not the same, and these molecules therefore possess a net charge in addition to a dipole. Such molecules are then referred to as dipolar ions. It should already be apparent that the interactions and the solvent effects of polar molecules can be very complex.

The dipole moment of a polar molecule is defined as

\[ u = ql \quad (4.1) \]

where \( l \) is the distance between the two charges \( +q \) and \(-q \). Thus, for two electronic charges \( q = \pm e \) separated by \( l = 0.1 \ \text{nm} \), the dipole moment is \( u = (1.602 \times 10^{-19}) (10^{-10}) = 1.6 \times 10^{-29} \ \text{C m} = 4.8 \ \text{D} \). The unit of dipole moment is the Debye, where 1 Debye = 1 D = 3.336 \times 10^{-30} \ \text{C m}. Small polar molecules have moments of the order of 1 D, some of which are listed in Table 4.1. Permanent dipole moments only occur in asymmetric molecules and thus not in single atoms. For isolated molecules, they arise from the asymmetric displacements of electrons along the covalent bonds, and it is therefore not surprising that a characteristic dipole moment can be assigned to each type of covalent bond. Table 4.1 also lists some of these bond moments, which lie parallel to the axis of each bond. These values are approximate but very useful for estimating the dipole moments of molecules and especially of parts of molecules by vectorial summation of their bond moments. For example, the dipole moment of gaseous H\(_2\)O, where the H—O—H angle is
\[ \theta = 104.5^\circ \], may be calculated from
\[ u_{\text{H}_2\text{O}} = 2 \cos (\frac{1}{2} \theta) u_{\text{OH}} = 2 \cos (52.25^\circ) \times 1.51 = 1.85 \text{ D.} \]

### 4.2 Dipole Self-Energy

A dipole possesses an electrostatic self-energy \( \mu^I \) that is analogous to the Born self-energy of an ion. The dipole self-energy is quite simply the sum of the Born energies of the two charges \( \pm q \) (at infinity) minus the Coulomb energy of bringing the two charges together to form the dipole. Let us estimate this for two ions of equal radius \( a \) brought into contact to form a hypothetical dipolar molecule of length equal to the sum of the two ionic radii, \( l = 2a \). We therefore have

\[
\mu^I = \frac{1}{4\pi \varepsilon_0 \varepsilon} \left[ \frac{q^2}{2a} + \frac{q^2}{2a} - \frac{q^2}{r} \right] = \frac{q^2}{8\pi \varepsilon_0 \varepsilon a} \quad \text{or} \quad \frac{u^2}{4\pi \varepsilon_0 \varepsilon l^3}, \tag{4.2}
\]

where \( r = l = 2a \). The dipole self-energy is therefore seen to be of roughly the same magnitude as the Born energy of an individual ion, Eq. (3.7), and its dependence on the dielectric constant of the medium is also the same. We may therefore expect that the solubility of polar molecules in different solvents should likewise increase with their value of \( \varepsilon \). While this is generally the case, as shown in Fig. 3.1 (Chapter 3) for glycine equation (4.2) for polar molecules is somewhat model dependent and not as useful as the Born equation for ions. First, the dipole moment \( u \) can vary from solvent to solvent (Davies, 1965). Second, since molecules are usually much bigger than ions there are additional large energy terms arising from non-electrostatic solute–solvent interactions, such as the van der Waals self-energy, which are not included in Eq. (4.2) (see Problem 4.1).

### 4.3 Ion–Dipole Interactions

The second type of electrostatic pair interaction we shall consider is that between a charged atom and a polar molecule, for example, between \( \text{Na}^+ \) and \( \text{H}_2\text{O} \). As an illustrative example we shall derive the interaction potential for this case from basic principles. Figure 4.1 shows a charge \( Q \) at a distance \( r \) from the centre of a polar molecule of dipole moment \( u \) subtending an angle \( \theta \) to the line joining the two molecules. If the length of the dipole is \( l \),

with charges \( \pm q \) at each end, then the total interaction energy will be the sum of the Coulomb energies of \( Q \) with \( -q \) at \( B \) and \( Q \) with \( +q \) at \( C \):

\[
w(r) = \frac{Qq}{4\pi \varepsilon_0 \varepsilon} \left[ \frac{1}{AB} - \frac{1}{AC} \right], \tag{4.3}
\]

where

\[
AB = \left[ (r - \frac{1}{2} l \cos \theta)^2 + \left( \frac{1}{2} l \sin \theta \right)^2 \right]^{1/2},
\]

\[
AC = \left[ (r + \frac{1}{2} l \cos \theta)^2 + \left( \frac{1}{2} l \sin \theta \right)^2 \right]^{1/2}. \tag{4.4}
\]

At separations \( r \) exceeding the dipole's length \( l \) these distances can be written approximately as \( AB \approx r - \frac{1}{2} l \cos \theta \), and \( AC \approx r + \frac{1}{2} l \cos \theta \), and the interaction energy in this limit becomes

\[
w(r) = w(r, \theta) = -\frac{Qq}{4\pi \varepsilon_0 \varepsilon} \left[ \frac{1}{r - \frac{1}{2} l \cos \theta} - \frac{1}{r + \frac{1}{2} l \cos \theta} \right] = -\frac{Qq}{4\pi \varepsilon_0 \varepsilon} \left[ \frac{l \cos \theta}{r^2 - \frac{1}{4} l^2 \cos^2 \theta} \right] = -\frac{Qq \cos \theta}{4\pi \varepsilon_0 \varepsilon r^3} = \frac{(ze)u \cos \theta}{4\pi \varepsilon_0 \varepsilon r^3}. \tag{4.5}
\]
\[ \theta = 104.5^\circ, \] may be calculated from
\[ u_{\text{H}_2\text{O}} = 2 \cos \left( \frac{1}{2} \theta \right) u_{\text{OH}} = 2 \cos (52.25^\circ) \times 1.51 = 1.85 \, \text{D}. \]

### 4.2 Dipole Self-Energy

A dipole possesses an electrostatic self-energy \( \mu^i \) that is analogous to the Born self-energy of an ion. The dipole self-energy is quite simply the sum of the Born energies of the two charges \( \pm q \) (at infinity) minus the Coulomb energy of bringing the two charges together to form the dipole. Let us estimate this for two ions of equal radius \( a \) brought into contact to form a hypothetical dipolar molecule of length equal to the sum of the two ionic radii, \( l = 2a \). We therefore have

\[
\mu^i = \frac{1}{4 \pi \varepsilon_0 \varepsilon} \left[ \frac{q^2}{2a} + \frac{q^2}{2a} - \frac{q^2}{r} \right] = \frac{q^2}{8 \pi \varepsilon_0 \varepsilon a} \quad \text{or} \quad \mu^i = \frac{u^2}{4 \pi \varepsilon_0 \varepsilon a^3}, \tag{4.2}
\]

where \( r = l = 2a \). The dipole self-energy is therefore seen to be of roughly the same magnitude as the Born energy of an individual ion, Eq. (3.7), and its dependence on the dielectric constant of the medium is also the same. We may therefore expect that the solubility of polar molecules in different solvents should likewise increase with their value of \( \varepsilon \). While this is generally the case, as shown in Fig. 3.1 (Chapter 3) for glycine equation (4.2) for polar molecules is somewhat model dependent and not as useful as the Born equation for ions. First, the dipole moment \( u \) can vary from solvent to solvent (Davies, 1965). Second, since molecules are usually much bigger than ions there are additional large energy terms arising from non-electrostatic solute–solvent interactions, such as the van der Waals self-energy, which are not included in Eq. (4.2) (see Problem 4.1).

### 4.3 Ion–Dipole Interactions

The second type of electrostatic pair interaction we shall consider is that between a charged atom and a polar molecule, for example, between Na\(^+\) and \( \text{H}_2\text{O} \). As an illustrative example we shall derive the interaction potential for this case from basic principles. Figure 4.1 shows a charge \( Q \) at a distance \( r \) from the centre of a polar molecule of dipole moment \( u \) subtending an angle \( \theta \) to the line joining the two molecules. If the length of the dipole is \( l \),

\[ w(r) = \frac{Qq}{4 \pi \varepsilon_0 \varepsilon} \left[ \frac{1}{AB} - \frac{1}{AC} \right], \tag{4.3} \]

where
\[ AB = \left[ (r - \frac{1}{2} l \cos \theta)^2 + \left(\frac{1}{2} l \sin \theta\right)^2 \right]^{1/2}, \]
\[ AC = \left[ (r + \frac{1}{2} l \cos \theta)^2 + \left(\frac{1}{2} l \sin \theta\right)^2 \right]^{1/2}. \tag{4.4} \]

At separations \( r \) exceeding the dipole's length \( l \) these distances can be written approximately as \( AB \approx r - \frac{1}{2} l \cos \theta \), and \( AC \approx r + \frac{1}{2} l \cos \theta \), and the interaction energy in this limit becomes

\[
w(r) = w(r, \theta) = -\frac{Qq}{4 \pi \varepsilon_0 \varepsilon} \left[ \frac{1}{r - \frac{1}{2} l \cos \theta} - \frac{1}{r + \frac{1}{2} l \cos \theta} \right]
= -\frac{Qq}{4 \pi \varepsilon_0 \varepsilon} \left[ \frac{1}{r^3} - \frac{1}{(r^2 - \frac{1}{4} l^2 \cos^2 \theta)} \right]
= -\frac{Qq \cos \theta}{4 \pi \varepsilon_0 \varepsilon r^3} = -\frac{(ze)u \cos \theta}{4 \pi \varepsilon_0 \varepsilon r^3}. \tag{4.5}
\]
Note that since the electric field of the charge acting on the dipole is \( E(r) = Q/4\pi\epsilon_0 r^2 \), we see that in general the energy of a permanent dipole \( u \) in a field \( E \) may be written as

\[
w(r, \theta) = -uE(r) \cos \theta. \tag{4.6}
\]

Equation (4.5) gives the free energy for the interaction of a charge \( Q \) and a 'point dipole' \( u \) (for which \( I = 0 \)) in a medium. Thus, when a cation is near a dipolar molecule maximum attraction (i.e., maximum negative energy) will occur when the dipole points away from the ion \( (\theta = 0^\circ) \), while if the dipole points towards the ion \( (\theta = 180^\circ) \) the interaction energy is positive and the force is repulsive. Figure 4.2 shows how the energy varies with distance for a monovalent cation \( (z = +1) \) interacting with a dipolar molecule of moment \( 1 \, \text{D} \) in vacuum. The solid curves are based on the exact solution calculated from Eqs. (4.3) and (4.4), while the dashed curves are for the point–dipole approximation, Eq. (4.5), which shows itself to be surprisingly accurate down to fairly small separations. Only at ion–dipole separations \( r \) below about 2\( \ell \) does the approximate equation deviate noticeably (>10%) from that obtained using the exact formula. Thus, if the dipole moment arises from charges separated by less than about 0.1 nm, Eq. (4.5) will be valid at all physically realistic intermolecular separations. However, for greater dipole lengths—as occur in zwitterionic molecules—the deviations may be large, thereby requiring that the energy be calculated in terms of the separate Coulombic contributions. In such cases the interactions are always stronger than expected from Eq. (4.5), as can be inferred from Fig. 4.2.

It is also evident from Fig. 4.2 that the ion–dipole interaction is much stronger than \( kT \) at typical interatomic separations (0.2–0.4 nm). It is therefore strong enough to bind ions to polar molecules and mutually align them. Let us calculate the vacuum interaction between some common ions and water molecules. We shall assume that the water molecule may be treated as a simple spherical molecule of radius 0.14 nm with a point dipole of moment 1.85 D. This is a gross oversimplification: the distribution of charges in a water molecule is much more complex than for a simple dipole, as will be discussed later. But for our present purposes, we may ignore this complication. Thus, for the monovalent ion \( \text{Na}^+ \) \((z = 1, a = 0.095 \, \text{nm})\) near a water molecule \((a = 0.14 \, \text{nm}, u = 1.85 \, \text{D})\), the maximum interaction energy will be given by Eq. (4.5) as

\[
w(r, \theta = 0^\circ) = -\frac{(1.602 \times 10^{-19})(1.85 \times 3.336 \times 10^{-30})}{4\pi(8.854 \times 10^{-12})(0.235 \times 10^{-9})^2} = 1.6 \times 10^{-19} \, \text{J}
\]

\[
= 39 \, kT \quad \text{or} \quad 96 \, \text{kJ mol}^{-1} \quad \text{at} \ 300 \, \text{K},
\]

which compares surprisingly well with the experimental value of 100 kJ mol\(^{-1}\) (Saluja, 1976). For the smallest monovalent ion \( \text{Li}^+ \) \((a = 0.068 \, \text{nm})\), this rises to about 50 kT or 125 kJ mol\(^{-1}\) (experimental value: 142 kJ mol\(^{-1}\)), while for the small divalent cations \( \text{Mg}^{2+} \) \((z = 2, a = 0.065 \, \text{nm})\) and \( \text{Be}^{2+} \),...
Note that since the electric field of the charge acting on the dipole is \( E(r) = Q/4\pi \varepsilon_0 er^2 \), we see that in general the energy of a permanent dipole \( u \) in a field \( E \) may be written as

\[
w(r, \theta) = -uE(r) \cos \theta.
\]  
(4.6)

Equation (4.5) gives the free energy for the interaction of a charge \( Q \) and a 'point dipole' \( u \) (for which \( \ell = 0 \)) in a medium. Thus, when a cation is near a dipolar molecule maximum attraction (i.e., maximum negative energy) will occur when the dipole points away from the ion (\( \theta = 0^\circ \)), while if the dipole points towards the ion (\( \theta = 180^\circ \)) the interaction energy is positive and the force is repulsive. Figure 4.2 shows how the energy varies with distance for a monovalent cation (\( z = +1 \)) interacting with a dipolar molecule of moment \( 1 \text{ D} \) in vacuum. The solid curves are based on the exact solution calculated from Eqs. (4.3) and (4.4), while the dashed curves are for the point-dipole approximation, Eq. (4.5), which shows itself to be surprisingly accurate down to fairly small separations. Only at ion--dipole separations \( r \) below about \( 2l \) does the approximate equation deviate noticeably (>10%) from that obtained using the exact formula. Thus, if the dipole moment arises from charges separated by less than about 0.1 nm, Eq. (4.5) will be valid at all physically realistic intermolecular separations. However, for greater dipole lengths—as occur in zwitterionic molecules—the deviations may be large, thereby requiring that the energy be calculated in terms of the separate Coulombic contributions. In such cases the interactions are always stronger than expected from Eq. (4.5), as can be inferred from Fig. 4.2.

It is also evident from Fig. 4.2 that the ion--dipole interaction is much stronger than \( kT \) at typical interatomic separations (0.2–0.4 nm). It is therefore strong enough to bind ions to polar molecules and mutually align them. Let us calculate the vacuum interaction between some common ions and water molecules. We shall assume that the water molecule may be treated as a simple spherical molecule of radius 0.14 nm with a point dipole of moment 1.85 D. This is a gross oversimplification: the distribution of charges in a water molecule is much more complex than for a simple dipole, as will be discussed later. But for our present purposes, we may ignore this complication. Thus, for the monovalent ion \( \text{Na}^+ (z = 1, a = 0.095 \text{ nm}) \) near a water molecule \( (a = 0.14 \text{ nm}, u = 1.85 \text{ D}) \), the maximum interaction energy will be given by Eq. (4.5) as

\[
w(r, \theta = 0^\circ) = \frac{(1.602 \times 10^{-19})(1.85 \times 3.336 \times 10^{-30})}{4\pi(8.854 \times 10^{-12})(0.235 \times 10^{-9})^2} = 1.6 \times 10^{-19} \text{ J} \\
= 39 \text{ kT} \quad \text{or} \quad 96 \text{ kJ mol}^{-1} \quad \text{at 300 K},
\]

which compares surprisingly well with the experimental value of 100 kJ mol\(^{-1}\) (Saluja, 1976). For the smallest monovalent ion \( \text{Li}^+ (a = 0.068 \text{ nm}) \), this rises to about 50 kT or 125 kJ mol\(^{-1}\) (experimental value: ±142 kJ mol\(^{-1}\)), while for the small divalent cations \( \text{Mg}^{2+} (z = 2, a = 0.065 \text{ nm}) \) and \( \text{Be}^{2+} \)
(z = 2, a = 0.03 nm), it will rise even further to about 100 kT and 150 kT, respectively.

The strongly attractive interaction between ions and water is responsible for promoting the ‘ionic nucleation’ of rain drops in thunderclouds. In other types of clouds the nucleation of water occurs around uncharged particles, molecules or molecular groups that have a strong affinity for water. Such groups are referred to as being hydrophilic, hygroscopic or deliquescent and are discussed in Chapter 8.

4.4 IONS IN POLAR SOLVENTS

When ion–water interactions take place in bulk water the above energies will be reduced by a factor of about 80, the dielectric constant of water; but even then the strength of the interaction will exceed kT for small divalent and multivalent ions, and it is by no means negligible for small monovalent ions.

But before we proceed it is essential to understand what this interaction energy means. It cannot be the energy gained on bringing a water molecule up to an ion in bulk water, since this process must also involve removing one of the water molecules that was originally in contact with the ion and placing it where the guest water molecule was before it started off on its journey. That is, the whole process is no more than an exchange of two water molecules and cannot result in any change of free energy (note that this is a continuum approach; in fact, the free energy change is finite due to the finite size of molecules, as discussed in Chapter 7). However, within the continuum approach let us consider the ion–water interaction in bulk water as given by Eq. (4.5), where we note that it contains an orientation term \( \cos \theta \). At large separations the water molecules would be randomly oriented relative to the ion, and if they remained randomly oriented right up to the ion, the interaction energy would be zero since the spatial average of \( \cos \theta \) is zero. For an ion in a polar solvent, Eq. (4.5) therefore gives an estimate of the free energy change brought about by orienting the polar solvent molecules around the ion, that is, the reference state of zero energy is for randomly oriented dipoles.

We have therefore established that the ion–dipole energies calculated for ions in water are comparable to or greater than \( kT \) and, from Eq. (2.28), reflect the strong aligning effect that small ions must have on their surrounding water molecules.

4.5 STRONG ION–DIPOLE INTERACTIONS: HYDRATED IONS

For small or multivalent ions in highly polar solvents, the strong orientation dependence of their ion–dipole interaction will tend to orient the solvent molecules around them, favouring \( \theta = 0^\circ \) near cations and \( \theta = 180^\circ \) near anions. Thus, in water Li\(^+\), Be\(^{2+}\), Mg\(^{2+}\) and Al\(^{3+}\) ions have a number of water molecules orientationally bound to them. Such ions are called solvated ions or hydrated ions, and the number of water molecules they bind—usually between 4 and 6—is known as their hydration number (Table 4.2). It should be noted, however, that these bound water molecules are not completely immobilized and that they do exchange with bulk water, albeit more slowly. The hydration number is more of a qualitative indicator of the degree to which ions bind water rather than an exact value.

Closely related to the hydration number is the effective radius or hydrated

<table>
<thead>
<tr>
<th>Ion</th>
<th>Bare ion radius (nm)</th>
<th>Hydrated radius (nm)</th>
<th>Hydrated number (± 1)</th>
<th>Lifetime (exchange rate) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(_2)O(^+)</td>
<td>0.066</td>
<td>0.28</td>
<td>3</td>
<td>—</td>
</tr>
<tr>
<td>Li(^+)</td>
<td>0.095</td>
<td>0.36</td>
<td>5–6</td>
<td>10(^{-9})–10(^{-8})</td>
</tr>
<tr>
<td>Na(^+)</td>
<td>0.133</td>
<td>0.33</td>
<td>3–4</td>
<td>10(^{-9})</td>
</tr>
<tr>
<td>K(^+)</td>
<td>0.169</td>
<td>0.33</td>
<td>1–2</td>
<td>10(^{-9})–10(^{-10})</td>
</tr>
<tr>
<td>Be(^{2+})</td>
<td>0.031</td>
<td>0.46</td>
<td>4*</td>
<td>10(^{-12})–10(^{-10})</td>
</tr>
<tr>
<td>Mg(^{2+})</td>
<td>0.065</td>
<td>0.43</td>
<td>6*</td>
<td>10(^{-10})–10(^{-9})</td>
</tr>
<tr>
<td>Ca(^{2+})</td>
<td>0.099</td>
<td>0.41</td>
<td>6</td>
<td>10(^{-8})</td>
</tr>
<tr>
<td>Al(^{3+})</td>
<td>0.050</td>
<td>0.48</td>
<td>6*</td>
<td>10(^{-7})–1</td>
</tr>
<tr>
<td>OH(^-)</td>
<td>0.176</td>
<td>0.30</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>F(^-)</td>
<td>0.136</td>
<td>0.35</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Cl(^-)</td>
<td>0.181</td>
<td>0.33</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Br(^-)</td>
<td>0.195</td>
<td>0.33</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>I(^-)</td>
<td>0.216</td>
<td>0.33</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>NO(_3)(^-)</td>
<td>0.264</td>
<td>0.34</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>N(C(_2)H(_4))(^-)</td>
<td>0.347</td>
<td>0.37</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

* Number of water molecules forming a stoichiometric complex with the ion (e.g., [Be(H\(_2\)O)\(_4\)]\(^{2+}\)). The hydration number gives the number of water molecules in the primary shell, though the total number of water molecules affected can be much larger and depends on the method of measurement. Similarly, the hydrated radius depends on how it is measured. Different methods can yield radii that can be as much as 0.1 nm smaller or larger than those shown. Table compiled from data given by Nightingale (1959), Amis (1975), Saluja (1976), Bockris and Reddy (1970), Cotton and Wilkinson (1980).
(z = 2, a = 0.03 nm), it will rise even further to about 100 kT and 150 kT, respectively.

The strongly attractive interaction between ions and water is responsible for promoting the 'ionic nucleation' of rain drops in thunderclouds. In other types of clouds the nucleation of water occurs around uncharged particles, molecules or molecular groups that have a strong affinity for water. Such groups are referred to as being hydrophilic, hygroscopic or deliquescent and are discussed in Chapter 8.

4.4 IONS IN POLAR SOLVENTS

When ion–water interactions take place in bulk water the above energies will be reduced by a factor of about 80, the dielectric constant of water; but even then the strength of the interaction will exceed kT for small divalent and multivalent ions, and it is by no means negligible for small monovalent ions.

But before we proceed it is essential to understand what this interaction energy means. It cannot be the energy gained on bringing a water molecule up to an ion in bulk water, since this process must also involve removing one of the water molecules that was originally in contact with the ion and placing it where the guest water molecule was before it started off on its journey. That is, the whole process is no more than an exchange of two water molecules and cannot result in any change of free energy (note that this is a continuum approach; in fact, the free energy change is finite due to the finite size of molecules, as discussed in Chapter 7). However, within the continuum approach let us consider the ion–water interaction in bulk water as given by Eq. (4.5), where we note that it contains an orientation term cos θ. At large separations the water molecules would be randomly oriented relative to the ion, and if they remained randomly oriented right up to the ion, the interaction energy would be zero since the spatial average of cos θ is zero. For an ion in a polar solvent, Eq. (4.5) therefore gives an estimate of the free energy change brought about by orienting the polar solvent molecules around the ion, that is, the reference state of zero energy is for randomly oriented dipoles.

We have therefore established that the ion–dipole energies calculated for ions in water are comparable to or greater than kT and, from Eq. (2.28), reflect the strong aligning effect that small ions must have on their surrounding water molecules.

4.5 STRONG ION–DIPOLE INTERACTIONS: HYDRATED IONS

For small or multivalent ions in highly polar solvents, the strong orientation dependence of their ion–dipole interaction will tend to orient the solvent molecules around them, favouring θ = 0° near cations and θ = 180° near anions. Thus, in water Li⁺, Be²⁺, Mg²⁺ and Al³⁺ ions have a number of water molecules orientationally bound to them. Such ions are called solvated ions or hydrated ions, and the number of water molecules they bind—usually between 4 and 6—is known as their hydration number (Table 4.2). It should be noted, however, that these bound water molecules are not completely immobilized and that they do exchange with bulk water, albeit more slowly. The hydration number is more of a qualitative indicator of the degree to which ions bind water rather than an exact value.

Closely related to the hydration number is the effective radius or hydrated

<table>
<thead>
<tr>
<th>Ion</th>
<th>Bare ion radius (nm)</th>
<th>Hydrated radius (nm)</th>
<th>Hydration number (±1)</th>
<th>Lifetime (exchange rate) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂O⁺</td>
<td>0.28</td>
<td>0.38</td>
<td>3</td>
<td>10⁻⁹⁻¹⁰⁻⁸</td>
</tr>
<tr>
<td>Li⁺</td>
<td>0.068</td>
<td>0.38</td>
<td>5–6</td>
<td>10⁻⁹</td>
</tr>
<tr>
<td>Na⁺</td>
<td>0.095</td>
<td>0.36</td>
<td>4–5</td>
<td>10⁻⁹</td>
</tr>
<tr>
<td>K⁺</td>
<td>0.133</td>
<td>0.33</td>
<td>3–4</td>
<td>10⁻⁹</td>
</tr>
<tr>
<td>Cs⁺</td>
<td>0.169</td>
<td>0.33</td>
<td>1–2</td>
<td>10⁻⁹⁻¹⁰⁻⁹</td>
</tr>
<tr>
<td>Be²⁺</td>
<td>0.031</td>
<td>0.46</td>
<td>4</td>
<td>10⁻⁻¹⁻¹⁰⁻²</td>
</tr>
<tr>
<td>Mg²⁺</td>
<td>0.065</td>
<td>0.43</td>
<td>6</td>
<td>10⁻⁶⁻¹⁰⁻⁵</td>
</tr>
<tr>
<td>Ca²⁺</td>
<td>0.099</td>
<td>0.41</td>
<td>6</td>
<td>10⁻⁵</td>
</tr>
<tr>
<td>Al³⁺</td>
<td>0.050</td>
<td>0.48</td>
<td>6</td>
<td>10⁻¹⁻¹</td>
</tr>
<tr>
<td>OH⁻</td>
<td>0.176</td>
<td>0.30</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>F⁻</td>
<td>0.136</td>
<td>0.35</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Cl⁻</td>
<td>0.181</td>
<td>0.33</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Br⁻</td>
<td>0.195</td>
<td>0.33</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>I⁻</td>
<td>0.216</td>
<td>0.33</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>NO₃⁻</td>
<td>0.264</td>
<td>0.34</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>N(CH₃)₂⁺</td>
<td>0.347</td>
<td>0.37</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

*Number of water molecules forming a stoichiometric complex with the ion (e.g., [Be(H₂O)₂]⁺). The hydration number gives the number of water molecules in the primary shell, though the total number of water molecules affected can be much larger and depends on the method of measurement. Similarly, the hydrated radius depends on how it is measured. Different methods can yield radii that can be as much as 0.1 nm smaller or larger than those shown. Table compiled from data given by Nightingale (1959), Amis (1975), Salsijt (1976), Bockris and Reddy (1970), Cotton and Wilkinson (1960).
radius of an ion in water, which is larger than its real radius (i.e., its crystal lattice radius) as shown in Table 4.2. Because smaller ions are more hydrated they tend to have larger hydrated radii than larger ions. Hydration numbers and radii can be deduced from measurements of the viscosity, diffusion, compressibility, conductivity, solubility, and various thermodynamic and spectroscopic properties of electrolyte solutions, the results rarely agreeing with one another (Amis, 1975; Saluja, 1976).

More insight into the nature of ion hydration can be gained by considering the average time that water molecules remain bound to ions. In the pure liquid at room temperature the water molecules tumble about with a mean reorientation time or rotational correlation time of about $10^{-11}$ s. This also gives an estimate of the lifetime of the water–water bonds formed in liquid water (the hydrogen bonds). But when the water molecules are near ions various techniques, such as oxygen nuclear magnetic resonance, show that the mean lifetimes or exchange rates of water molecules in the first hydration shell can be much longer, varying from $10^{-11}$ s to many hours (Cotton and Wilkinson, 1980; Hertz, 1973). For very weakly solvated ions (usually large monovalent ions) such as N(CH$_3$)$_4^+$, Cl$^-$, Br$^-$ and I$^-$, these lifetimes are not much different from that for two water molecules, and they can even be shorter (referred to as negative hydration). Cations are generally more solvated than anions of the same valency since they are smaller—having lost rather than gained an electron. Thus, for K$^+$, Na$^+$ and Li$^+$, the residence times of water molecules in the primary hydration shells are about $10^{-7}$ s. Divalent cations are always more strongly solvated than monovalent cations, and for Ca$^{2+}$ and Mg$^{2+}$, the bound water lifetimes are about $10^{-8}$ s and $10^{-6}$ s, respectively. Even longer lifetimes are observed for very small divalent cations such as Be$^{2+}$ ($10^{-3}$ s), while for trivalent cations such as Al$^{3+}$, La$^{3+}$, and Cr$^{3+}$ these can be many seconds or hours. In such cases the binding is so strong that an ion–water complex is actually formed of fixed stoichiometry (see Table 4.2). In fact, these quasi-stable complexes begin to take on the appearance of charged molecules and are often designated as such, e.g. [Mg(H$_2$O)$_6$]$^{2+}$, [Be(H$_2$O)$_4$]$^{2+}$. In particular, protons (H$^+$) always associate with one water molecule, which goes by the name of the hydronium ion or oxonium ion (H$_3$O$^+$), while three water molecules are solvated around this ion to form H$_3$O$^+$H$_2$O). Likewise, the hydroxyl ion (OH$^-$) is believed to be solvated by three water molecules forming OH$^-$H$_2$O$)$_3$.

4.6 SOLVATION FORCES, STRUCTURAL FORCES, HYDRATION FORCES

The first shell of water molecules around a strongly solvated ion is usually referred to as the primary hydration shell. This is where the water molecules are most restricted in their motion. But the effect does not end there; it propagates out beyond the first shell. Thus, in the second hydration shell the water molecules are freer to rotate and exchange with bulk water; in the third shell even more so, and so on.

Later we shall find that other types of interactions can also lead to a modified molecular ordering about solute molecules and surfaces and that the effect decays roughly exponentially with distance, extending a few molecular diameters. We may refer to this region of modified solvent structure as the solvation zone wherein the properties of the solvent (e.g., density, positional and orientational order, and mobility) are significantly different from the corresponding bulk values, as was shown schematically in Fig. 2.1b.

The existence of a solvation zone around dissolved ions, molecules or particle surfaces in a solvent medium occurs whenever there are strong solvent–solute or solute–solvent interactions (e.g. strong ion–dipole interactions in water) and has some important consequences. First, it affects the local dielectric constant of the solvent since the solvent molecules no longer respond to an electric field as they would in the bulk. The restricted mobility of water molecules around small ions would suggest that the effective dielectric constant should be lower in the solvation zone than in the bulk liquid. However, since the dielectric constant of ice is actually higher than that of liquid water (see Fig. 8.1), the reverse may occur. At present these effects are not well understood, but it is clear that solvation zones cannot be treated entirely in terms of continuum theories, since they arise from highly specific solute–solvent and modified solvent–solute interactions occurring at the molecular level.

Second, when the solvation zones of two solvated molecules or surfaces overlap, a short-range force arises that again cannot be treated in terms of continuum models. For example, if the local dielectric constant of water around strongly solvated ions differs from 80, the short-range Coulomb interaction would be modified. But this is only one aspect of the problem. There has been much recent theoretical and experimental activity aimed at unravelling all the subtle effects associated with these solvent-mediated interactions that are now usually referred to as solvation or structural forces and, when water is the solvent, hydration forces. The nature of solvation forces is investigated further in Chapters 7 and 13.

4.7 DIPOLE–DIPole INTERACTIONS

When two polar molecules are near each other there is a dipole–dipole interaction between them that is analogous to that between two magnets.
radius of an ion in water, which is larger than its real radius (i.e., its crystal lattice radius) as shown in Table 4.2. Because smaller ions are more hydrated they tend to have larger hydrated radii than larger ions. Hydration numbers and radii can be deduced from measurements of the viscosity, diffusion, compressibility, conductivity, solubility, and various thermodynamic and spectroscopic properties of electrolyte solutions, the results rarely agreeing with one another (Amis, 1975; Saluja, 1976).

More insight into the nature of ion hydration can be gained by considering the average time that water molecules remain bound to ions. In the pure liquid at room temperature the water molecules tumble about with a mean reorientation time or rotational correlation time of about $10^{-11}$ s. This also gives an estimate of the lifetime of the water–water bonds formed in liquid water (the hydrogen bonds). But when the water molecules are near ions various techniques, such as oxygen nuclear magnetic resonance, show that the mean lifetimes or exchange rates of water molecules in the first hydration shell can be much longer, varying from $10^{-11}$ s to many hours (Cotton and Wilkinson, 1980; Hertz, 1973). For very weakly solvated ions (usually large monovalent ions) such as Na$^+$ or Li$^+$, these lifetimes are not much different from that for two water molecules, and they can even be shorter (referred to as negative hydration). Cations are generally more solvated than anions of the same valency since they are smaller—having lost rather than gained an electron. Thus, for K$^+$, Na$^+$ and Li$^+$, the residence times of water molecules in the primary hydration shells are about $10^{-7}$ s. Divalent cations are always more strongly solvated than monovalent cations, and for Ca$^{2+}$ and Mg$^{2+}$, the bound water lifetimes are about $10^{-8}$ s and $10^{-9}$ s, respectively. Even longer lifetimes are observed for very small divalent cations such as Be$^{2+}$ ($10^{-7}$ s), while for trivalent cations such as Al$^{3+}$, La$^{3+}$, and Cr$^{3+}$, these can be many seconds or hours. In such cases the binding is so strong that an ion–water complex is actually formed of fixed stoichiometry (see Table 4.2). In fact, these quasi-stable complexes begin to take on the appearance of (charged) molecules and are often designated as such, e.g. [Mg(H$_2$O)$_6$]$^{2+}$, [Be(H$_2$O)$_3$]$^{2+}$. In particular, protons (H$^+$) always associate with one water molecule, which goes by the name of the hydronium ion or oxonium ion ($H_3O^+$), while three water molecules are solvated around this ion to form $H_3O^+$(H$_2$O)$_3$. Likewise, the hydroxyl ion (OH$^-$) is believed to be solvated by three water molecules forming OH$^-$($H_2$O)$_3$.

4.6 Solvation forces, structural forces, hydration forces

The first shell of water molecules around a strongly solvated ion is usually referred to as the primary hydration shell. This is where the water molecules are most restricted in their motion. But the effect does not end there; it propagates out well beyond the first shell. Thus, in the second hydration shell the water molecules are freer to rotate and exchange with bulk water; in the third shell even more so, and so on.

Later we shall find that other types of interactions can also lead to a modified molecular ordering around solute molecules and surfaces and that the effect decays roughly exponentially with distance, extending a few molecular diameters. We may refer to this region of modified solvent structure as the solvation zone wherein the properties of the solvent (e.g., density, positional and orientational order, and mobility) are significantly different from the corresponding bulk values, as was shown schematically in Fig. 2.1b.

The existence of a solvation zone around dissolved ions, molecules or particle surfaces in a solvent medium occurs whenever there are strong solvent–solute or solute–solvent interactions (e.g., strong ion–dipole interactions in water) and has some important consequences. First, it affects the local dielectric constant of the solvent since the solvent molecules no longer respond to an electric field as they would in the bulk. The restricted mobility of water molecules around small ions would suggest that the effective dielectric constant should be lower in the solvation zone than in the bulk liquid. However, since the dielectric constant of ice is actually higher than that of liquid water (see Fig. 8.1), the reverse may occur. At present these effects are not well understood, but it is clear that solvation zones cannot be treated entirely in terms of continuum theories, since they arise from highly specific solute–solvent and modified solvent–solvent interactions occurring at the molecular level.

Second, when the solvation zones of two solvated molecules or surfaces overlap, a short-range force arises that again cannot be treated in terms of continuum models. For example, if the local dielectric constant of water around strongly solvated ions differs from 80, the short-range Coulomb interaction would be modified. But this is only one aspect of the problem. There has been much recent theoretical and experimental activity aimed at unravelling all the subtle effects associated with these solvent-mediated interactions that are now usually referred to as solvation or structural forces and, when water is the solvent, hydration forces. The nature of solvation forces is investigated further in Chapters 7 and 13.

4.7 Dipole–dipole interactions

When two polar molecules are near each other there is a dipole–dipole interaction between them that is analogous to that between two magnets.
For two point dipoles of moments \( u_1 \) and \( u_2 \) at a distance \( r \) apart and oriented relative to each other as shown in Fig. 2.2, the interaction energy may be derived by a procedure similar to that used to obtain the energy for the charge–dipole interaction, and we find

\[
w(r, \theta_1, \theta_2, \phi) = -\frac{u_1 u_2}{4\pi\varepsilon_0 r^3} \left[ 2 \cos \theta_1 \cos \theta_2 - \sin \theta_1 \sin \theta_2 \cos \phi \right]. \quad (4.7)
\]

Equation (4.7) shows that maximum attraction occurs when two dipoles are lying in line, when the energy is given by

\[
w(r, 0, 0, \phi) = -2u_1 u_2 / 4\pi\varepsilon_0 r^3, \quad (4.8)
\]

while for two dipoles aligned parallel to each other the energy \( w(r, 90^\circ, 90^\circ, 180^\circ) \) is half of this value at the same interdipole separation, \( r \). Equation (4.7) also shows that for two equal dipoles of moment 1 D, their interaction energy in vacuum will equal \( kT \) at \( r = 0.36 \) nm when the dipoles are in line and at \( r = 0.29 \) nm when parallel. Since these distances are of the order of molecular separations in solids and liquids, we see that at normal temperatures dipolar interactions (alone) are strong enough to bind only very polar molecules.

Figure 4.3 shows the variation of the pair interaction energy with distance for two point dipoles of moments 1 D approaching each other at different orientations; the solid curves are the exact solutions for finite-sized dipoles, here assumed to be of length \( l = 0.1 \) nm, while the dashed curves are based on Eq. (4.7) for two point dipoles. In general, we find that, even more than for the charge–dipole interaction, significant deviations from the ideal behaviour now occur for \( r < 3l \), when Eq. (4.7) can no longer be used. At these smaller separations it is again necessary to analyse the interaction in terms of its individual charge–charge (Coulomb) contributions of which there will be four such terms for each pair of dipoles.

The above calculations, and Fig. 4.3, appear to indicate that two dipoles always prefer to mutually orient themselves in line, but this is true only at the same value of \( r \). Most dipolar molecules are also anisotropic in shape—being longer along the direction of the dipole, so that in practice the centres of two such cigar-shaped molecules can come significantly closer together when they align in parallel, thereby making this interaction the more favourable one.

The dipole–dipole interaction is not as strong as the previous two electrostatic interactions we considered, and for dipole moments of order \( \sim 1 \) D, it is already weaker than \( kT \) at distances of about 0.35 nm in vacuum, while in a solvent medium this distance will be even smaller. This means that the dipole–dipole interaction, unlike the ion–dipole interaction, is usually not strong enough to lead to any strong mutual alignment of polar molecules in the liquid state. There are some exceptions, however, such as water whose small size and large dipole moment does lead to short range association in the liquid. A glance at Table 4.1 shows that the bond moments of \( \text{O}^- - \text{H}^+ \), \( \text{N}^- - \text{H}^+ \) and \( \text{F}^- - \text{H}^+ \) are unusually large. Since the electron-depleted H atom also has a particularly small size this means that other
For two point dipoles of moments \( u_1 \) and \( u_2 \) at a distance \( r \) apart and oriented relative to each other as shown in Fig. 2.2, the interaction energy may be derived by a procedure similar to that used to obtain the energy for the charge–dipole interaction, and we find

\[
w(r, \theta_1, \theta_2, \phi) = -\frac{u_1 u_2}{4\pi\varepsilon_0 r^3} \left[ 2 \cos \theta_1 \cos \theta_2 - \sin \theta_1 \sin \theta_2 \cos \phi \right]. \tag{4.7}
\]

Equation (4.7) shows that maximum attraction occurs when two dipoles are lying in line, when the energy is given by

\[
w(r, 0, 0, \phi) = -2u_1 u_2/4\pi\varepsilon_0 r^3, \tag{4.8}
\]

while for two dipoles aligned parallel to each other the energy \( w(r, 90^\circ, 90^\circ, 180^\circ) \) is half of this value at the same interdipole separation, \( r \). Equation (4.7) also shows that for two equal dipoles of moment 1 D, their interaction energy in vacuum will equal \( kT \) at \( r = 0.36 \) nm when the dipoles are in line and at \( r = 0.29 \) nm when parallel. Since these distances are of the order of molecular separations in solids and liquids, we see that at normal temperatures dipolar interactions (alone) are strong enough to bind only very polar molecules.

Figure 4.3 shows the variation of the pair interaction energy with distance for two point dipoles of moments 1 D approaching each other at different orientations; the solid curves are the exact solutions for finite-sized dipoles, here assumed to be of length \( l = 0.1 \) nm, while the dashed curves are based on Eq. (4.7) for two point dipoles. In general, we find that, even more than for the charge–dipole interaction, significant deviations from the ideal behaviour now occur for \( r < 3l \), when Eq. (4.7) can no longer be used. At these smaller separations it is again necessary to analyse the interaction in terms of its individual charge–charge (Coulomb) contributions of which there will be four such terms for each pair of dipoles.

The above calculations, and Fig. 4.3, appear to indicate that two dipoles always prefer to mutually orient themselves in line, but this is true only at the same value of \( r \). Most dipolar molecules are also anisotropic in shape—being longer along the direction of the dipole, so that in practice the centres of two such cigar-shaped molecules can come significantly closer together when they align in parallel, thereby making this interaction the more favourable one.

The dipole–dipole interaction is not as strong as the previous two electrostatic interactions we considered, and for dipole moments of order \( \sim 1 \) D, it is already weaker than \( kT \) at distances of about 0.35 nm in vacuum, while in a solvent medium this distance will be even smaller. This means that the dipole–dipole interaction, unlike the ion–dipole interaction, is usually not strong enough to lead to any strong mutual alignment of polar molecules in the liquid state. There are some exceptions, however, such as water whose small size and large dipole moment does lead to strong range association in the liquid. A glance at Table 4.1 shows that the bond moments of \( \text{O}^- - \text{H}^+, \text{N}^- - \text{H}^+ \) and \( \text{F}^- - \text{H}^+ \) are unusually large. Since the electron-depleted H atom also has a particularly small size this means that other
electronegative atoms such as —O, —N and —F can get quite close to these highly polar $X^- H^+$ groups and thus experience a very strong field. This results in a strong attractive force that can align neighbouring molecules possessing such groups (e.g., $H_2O$, $NH_3$, HF, $C=O$, and many others) in both the liquid and crystalline state. Such liquids are called associated liquids, and the special type of interaction they experience is known as the hydrogen-bonding interaction.

The hydrogen bonding interaction is no more than a particularly strong type of directional dipole–dipole interaction. Because of the small size of the $-H^+$ group it is far stronger than that predicted by the point dipole approximation (compare the dashed and solid lines in Fig. 4.3). This interaction will be discussed further in Chapter 8. For the moment, let us investigate the opposite situation: when the orientation dependence of dipole–dipole and ion–dipole interaction energies are much weaker than the thermal energy $kT$, and therefore unable to align molecules fully.

4.8 ROTATING DIPOLES AND ANGLE-AVERAGED POTENTIALS

At large separations or in a medium of high $\varepsilon$, when the angle dependence of the interaction energy falls below the thermal energy $kT$, dipoles can now rotate more or less freely. However, even though the values of $\cos \theta$, $\sin \theta$, etc. when averaged over all of space are zero, the angle-averaged potentials are not zero since there is always a Boltzmann weighting factor that gives more weight to those orientations that have a lower (more negative) energy.

In general, the angle-averaged (Helmholtz) free energy $w(r)$ of an instantaneous orientation-dependent free energy $w(r, \Omega)$ is given by the potential distribution theorem (Landau and Lifshitz, 1980, Ch. III; Rushbrooke, 1940, Widom, 1963)

$$e^{-w(r)/kT} = \left< e^{-w(r, \Omega)/kT} \right> = \frac{1}{4\pi} \int_0^{2\pi} d\phi \int_0^\pi \sin \theta d\theta \left< e^{-w(r, \theta \phi)/kT} \right>.$$  \hspace{1cm} (4.9)

where $d\Omega = \sin \theta d\theta d\phi$ corresponds to the polar and azimuthal angles $\theta$ and $\phi$ (see Fig. 2.2) and the integration is over all angular space. Accordingly, the denominator in Eq. (4.9) becomes

$$\int d\Omega = \int_0^{2\pi} d\phi \int_0^\pi \sin \theta d\theta = 4\pi.$$  \hspace{1cm} (4.10)

so that in general we may write

$$e^{-w(r)/kT} = \left< e^{-w(r, \theta \phi)/kT} \right> = \frac{1}{4\pi} \int_0^{2\pi} d\phi \int_0^\pi \sin \theta d\theta \left< e^{-w(r, \theta \phi)/kT} \sin \theta d\theta \right>.$$  \hspace{1cm} (4.10)

We may note the spatially averaged values of some angles:

$$\left< \cos^2 \theta \right> = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi \cos^2 \theta \sin \theta d\theta \sin \phi d\phi = \frac{1}{3},$$

$$\left< \sin^2 \theta \right> = \frac{1}{3},$$

$$\left< \sin^2 \phi \right> = \left< \cos^2 \phi \right> = \frac{1}{2},$$

$$\left< \sin \theta \right> = \left< \cos \theta \right> = \left< \sin \theta \cos \theta \right> = 0,$$

$$\left< \sin \phi \right> = \left< \cos \phi \right> = \left< \sin \phi \cos \phi \right> = 0.$$  \hspace{1cm} (4.11)

When $w(r, \Omega)$ is less than $kT$ we can expand Eq. (4.9):

$$e^{-w(r)/kT} = 1 - \frac{w(r)}{kT} + \cdots = \left< 1 - \frac{w(r, \Omega)}{kT} + \frac{1}{2} \left( \frac{w(r, \Omega)}{kT} \right)^2 - \cdots \right>,$$

thus

$$w(r) = \left< w(r, \Omega) - \frac{w(r, \Omega)^2}{2kT} + \cdots \right>.$$  \hspace{1cm} (4.12)

The angle-averaged free energy for the charge–dipole interaction is therefore, using Eq. (4.5) for $w(r, \Omega)$,

$$w(r) = \left< -\frac{Qu \cos \theta}{4\pi \varepsilon_0 r^2} + \left( \frac{Qu}{4\pi \varepsilon_0 r^2} \right)^2 \cos^2 \theta + \cdots \right>$$

$$\approx -\frac{Q^2 u^2}{6(4\pi \varepsilon_0)^2 kT r^4} \text{ for } kT > \frac{Q u}{4\pi \varepsilon_0 r^2},$$  \hspace{1cm} (4.13)

which is attractive and temperature dependent. Thus, for a monovalent ion interacting with the polar solvent molecules of a medium of dielectric constant $\varepsilon$, Eq. (4.13) will supersede Eq. (4.5) at distances larger than $r = \sqrt{Qu/(4\pi \varepsilon_0 kT)}$, which for a monovalent ion in water, setting $Q = e$, $u = 1.85 \text{ D}$, $\varepsilon = 80$, becomes roughly 0.2 nm (i.e., about 0.1 nm out from an ion of radius 0.1 nm). We can now see why only water molecules of the first shell around ions
e_neg } atoms such as —O, —N and —F can get quite close to these highly polar \( X^-H^+ \) groups and thus experience a very strong field. This results in a strong attractive force that can align neighbouring molecules possessing such groups (e.g., \( H_2O, NH_3, HF, C=O \), and many others) in both the liquid and crystalline state. Such liquids are called associated liquids, and the special type of interaction they experience is known as the hydrogen-bonding interaction.

The hydrogen bonding interaction is no more than a particularly strong type of directional dipole–dipole interaction. Because of the small size of the \( -H^+ \) group it is far stronger than that predicted by the point dipole approximation (compare the dashed and solid lines in Fig. 4.3). This interaction will be discussed further in Chapter 8. For the moment, let us investigate the opposite situation: when the orientation dependence of dipole–dipole and ion–dipole interaction energies are much weaker than the thermal energy \( kT \), and therefore unable to align molecules fully.

4.8 Rotating Dipoles and Angle-Averaged Potentials

At large separations or in a medium of high \( \varepsilon \), when the angle dependence of the interaction energy falls below the thermal energy \( kT \), dipoles can now rotate more or less freely. However, even though the values of \( \cos \theta, \sin \theta, \) etc., when averaged over all of space are zero, the angle-averaged potentials are not zero since there is always a Boltzmann weighting factor that gives more weight to those orientations than have a lower (more negative) energy.

In general, the angle-averaged (Helmholtz) free energy \( w(r) \) of an instantaneous orientation-dependent free energy \( w(r, \Omega) \) is given by the potential distribution theorem (Landau and Lifshitz, 1980, Ch. III; Rushbrooke, 1940; Widom, 1963)

\[
e^{-w(r)/kT} = \int e^{-w(r, \Omega)/kT} d\Omega / \int d\Omega = \langle e^{-w(r, \Omega)/kT} \rangle.
\]

(4.9)

where \( d\Omega = \sin \theta d\theta d\phi \) corresponds to the polar and azimuthal angles \( \theta \) and \( \phi \) (see Fig. 2.2) and the integration is over all of angular space. Accordingly, the denominator in Eq. (4.9) becomes

\[
\int d\Omega = \int_0^{2\pi} d\phi \int_0^\pi \sin \theta d\theta = 4\pi.
\]

so that in general we may write

\[
e^{-w(r)/kT} = \langle e^{-w(r, \theta, \phi)/kT} \rangle = \frac{1}{4\pi} \int_0^{2\pi} d\phi \int_0^\pi e^{-w(r, \theta, \phi)/kT} \sin \theta d\theta.
\]

(4.10)

We may note the spatially averaged values of some angles:

\[
\langle \cos^2 \theta \rangle = \frac{1}{4\pi} \int_0^\pi \cos^2 \theta \sin \theta d\theta \int_0^{2\pi} d\phi = \frac{1}{2},
\]

\[
\langle \sin^2 \theta \rangle = \frac{3}{4},
\]

\[
\langle \sin^2 \phi \rangle = \langle \cos^2 \phi \rangle = \frac{1}{4},
\]

\[
\langle \sin \theta \rangle = \langle \cos \theta \rangle = \langle \sin \theta \cos \theta \rangle = 0,
\]

\[
\langle \sin \phi \rangle = \langle \cos \phi \rangle = \langle \sin \phi \cos \phi \rangle = 0.
\]

(4.11)

When \( w(r, \Omega) \) is less than \( kT \) we can expand Eq. (4.9):

\[
e^{-w(r)/kT} = 1 - \frac{w(r)}{kT} + \ldots = \left( 1 - \frac{w(r, \Omega)}{kT} + \frac{1}{2} \left( \frac{w(r, \Omega)}{kT} \right)^2 + \ldots \right),
\]

thus

\[
w(r) = \langle w(r, \Omega) - w(r)/2kT + \ldots \rangle.
\]

(4.12)

The angle-averaged free energy for the charge–dipole interaction is therefore, using Eq. (4.5) for \( w(r, \Omega) \),

\[
w(r) = \left( \frac{-Q u \cos \theta}{4\pi \varepsilon_0 e r^2} \right)^2 \cos^2 \theta + \ldots
\]

\[
\approx - \frac{Q^2 u^2}{6(4\pi \varepsilon_0 \varepsilon)^3 kT^3} \quad \text{for} \quad kT > \frac{Q u}{4\pi \varepsilon_0 e r^2},
\]

(4.13)

which is attractive and temperature dependent. Thus, for a monovalent ion interacting with the polar solvent molecules of a medium of dielectric constant \( \varepsilon \), Eq. (4.13) will supersede Eq. (4.5) at distances larger than \( r = \sqrt{Q u/4\pi \varepsilon_0 \varepsilon kT} \), which for a monovalent ion in water, setting \( Q = e, u = 1.85 D, \varepsilon = 80 \), becomes roughly 0.2 nm (i.e., about 0.1 nm out from an ion of radius 0.1 nm).

We can now see why only water molecules of the first shell around ions
sometimes become strongly restricted in their motion, and we may anticipate that this should be the sort of range around an ion over which the properties of the solvent may be substantially different from the bulk values.

For the dipole–dipole interaction, a similar Boltzmann averaging of the interaction energy, Eq. (4.7), over all orientations $(\theta_1, \theta_2, \phi)$ leads to an angle-averaged interaction free energy of

$$w(r) = -\frac{u_1^2 u_2^2}{3(4\pi\varepsilon_0 e)^2 kT r^6} \quad \text{for} \quad kT > \frac{u_1 u_2}{4\pi\varepsilon_0 e r^3}. \quad (4.14)$$

The Boltzmann-averaged interaction between two permanent dipoles is usually referred to as the orientation or Keesom interaction. It is one of three important interactions, each varying with the inverse sixth power of the distance, that together contribute to the total van der Waals interaction between atoms and molecules. Van der Waals forces will be discussed collectively in Chapter 6.

Equations (4.13) and (4.14) show that beyond a certain distance the interaction energies fall faster than $1/r^3$. In view of the analysis of Section 1.3 this confirms that neither ion–dipole nor dipole–dipole forces can produce long-range alignment effects in liquids. Note that the expressions for these interactions become modified in two dimensions, e.g., for molecules interacting on a surface (see Problem 4.3), but the distance dependence does not change and so neither does the above conclusion.

All the expressions derived so far give the free energies of the interactions, strictly the Helmholtz free energies since the interactions are implicitly assumed to occur at constant volume. From basic thermodynamics the Helmholtz free energy $A$ of any system or interaction is related to the total internal energy $U$ by the well-known Gibbs–Helmholtz equation

$$U = A + TS = A - T(\partial A/\partial T)_v = -T^2 \partial(A/T)/\partial T, \quad (4.15)$$

where $S$ is the entropy of the system. Thus, for the angle-averaged dipole–dipole (Keesom) interaction in vacuum ($\varepsilon = 1$), we find

$$U = -\frac{2u_1^2 u_2^2}{3(4\pi\varepsilon_0)^2 kT r^6}, \quad (4.16)$$

which is twice the free energy, Eq. (4.14), with which it is often confused in the literature. Note, too, that in condensed phases the Helmholtz and Gibbs free energies, $A$ and $G$, are essentially the same since they are related by $G = A + PV$ where the $PV$ term is usually small.

The distinction between $A$ and $U$ does not arise for temperature-independent pair interactions, since then $U = A - T(\partial A/\partial T)_v = A$.

### 4.9 Entropic Effects

The reason why the interaction free energy (the energy available for doing work or the energy that gives the force) is less than the internal energy of two interacting dipoles is because some of the energy is taken up in aligning the dipoles as they approach each other, which ultimately transforms into heat. This unavailable part of the energy is associated with the entropic contribution to the interaction. Let us complete this chapter by considering these entropic effects a bit further.

From Eq. (4.15) the free energy may be written as

$$A = U - TS = U + T(\partial A/\partial T), \quad (4.17)$$

so that there is an entropic contribution $T(\partial A/\partial T)$ that must be added to the total energy before we can know the free energy of an interaction. For example, for both the charge–dipole and dipole–dipole angle-averaged interactions in vacuum, we find that since $A \propto -1/T$, then

$$T(\partial A/\partial T) = -A, \quad (4.18)$$

so that

$$A = U - \frac{1}{2}U. \quad (4.19)$$

Thus, half the total energy is absorbed internally during the interaction. This energy is taken up in decreasing the rotational freedom of the dipoles as they become progressively more aligned on approach. Since $A$ is negative, the entropic contribution $T(\partial A/\partial T)$ to the free energy is positive—i.e., unfavourable—and since $S = -T(\partial A/\partial T)$ is negative we would say that the interaction is associated with a loss of entropy.

For interactions in a solvent medium, the medium dielectric constant generally appears in the denominator as $\varepsilon$ or $\varepsilon'$. Thus, if $\varepsilon$ is temperature dependent, as occurs for polar solvents such as water (but not for non-polar hydrocarbon solvents), the interaction energy now has an entropic component even if the interaction potential does not have an explicit temperature dependence. For example, for the Born energy $A = Q^2/\delta\varepsilon_0 \varepsilon_0 a$, and the
sometimes become strongly restricted in their motion, and we may anticipate that this should be the sort of range around an ion over which the properties of the solvent may be substantially different from the bulk values.

For the dipole–dipole interaction, a similar Boltzmann averaging of the interaction energy, Eq. (4.7), over all orientations \( \left( \theta_1, \theta_2, \phi \right) \) leads to an angle-averaged interaction free energy of

\[
w(r) = -\frac{u_1^2 u_2^2}{3(4\pi \varepsilon_0 e)^2 k T r^6} \quad \text{for} \quad k T > \frac{u_1 u_2}{4\pi \varepsilon_0 e r^3}.
\]

The Boltzmann-averaged interaction between two permanent dipoles is usually referred to as the orientation or Keesom interaction. It is one of three important interactions, each varying with the inverse sixth power of the distance, that together contribute to the total van der Waals interaction between atoms and molecules. Van der Waals forces will be discussed collectively in Chapter 6.

Equations (4.13) and (4.14) show that beyond a certain distance the interaction energies fall faster than \( 1/r^3 \). In view of the analysis of Section 1.3 this confirms that neither ion–dipole nor dipole–dipole forces can produce long-range alignment effects in liquids. Note that the expressions for these interactions become modified in two dimensions, e.g., for molecules interacting on a surface (see Problem 4.3), but the distance dependence does not change and so neither does the above conclusion.

All the expressions derived so far give the free energies of the interactions, strictly the Helmholtz free energies since the interactions are implicitly assumed to occur at constant volume. From basic thermodynamics the Helmholtz free energy \( A \) of any system or interaction is related to the total internal energy \( U \) by the well-known Gibbs–Helmholtz equation

\[ U = A + TS = A - T(\partial A/\partial T)_v = -T^2(\partial (A/T))/\partial T, \]

where \( S \) is the entropy of the system. Thus, for the angle-averaged dipole–dipole (Keesom) interaction in vacuum \( (\varepsilon = 1) \), we find

\[ U = -\frac{2u_1^2 u_2^2}{3(4\pi \varepsilon_0)^2 k T r^6}, \]

which is twice the free energy, Eq. (4.14), with which it is often confused in the literature. Note, too, that in condensed phases the Helmholtz and Gibbs free energies, \( A \) and \( G \), are essentially the same since they are related by \( G = A + PV \) where the \( PV \) term is usually small.

The distinction between \( A \) and \( U \) does not arise for temperature-independent pair interactions, since then \( U = A - T(\partial A/\partial T)_v = A \).

4.9 Entropic Effects

The reason why the interaction free energy (the energy available for doing work or the energy that gives the force) is less than the internal energy of two interacting dipoles is because some of the energy is taken up in aligning the dipoles as they approach each other, which ultimately transforms into heat. This unavailable part of the energy is associated with the entropic contribution to the interaction. Let us complete this chapter by considering these entropic effects a bit further.

From Eq. (4.15) the free energy may be written as

\[ A = U - TS = U + T(\partial A/\partial T), \]

so that there is an entropic contribution \( T(\partial A/\partial T) \) that must be added to the total energy before we can know the free energy of an interaction. For example, for both the charge–dipole and dipole–dipole angle-averaged interactions in vacuum, we find that since \( A \approx -1/T \), then

\[ T(\partial A/\partial T) = -A, \]

so that

\[ A = U - A = \frac{1}{2}U. \]

Thus, half the total energy is absorbed internally during the interaction. This energy is taken up in decreasing the rotational freedom of the dipoles as they become progressively more aligned on approach. Since \( A \) is negative, the entropic contribution \( T(\partial A/\partial T) \) to the free energy is positive—i.e., unfavourable—and since \( S = -T(\partial A/\partial T) \) is negative we would say that the interaction is associated with a loss of entropy.

For interactions in a solvent medium, the medium dielectric constant generally appears in the denominator as \( \epsilon \) or \( \epsilon' \). Thus, if \( \epsilon \) is temperature dependent, as occurs for polar solvents such as water (but not for non-polar hydrocarbon solvents), the interaction energy now has an entropic component even if the interaction potential does not have an explicit temperature dependence. For example, for the Born energy \( A = Q^2/(8\pi \varepsilon_0 \varepsilon a) \), and the
Coulomb energy $A = Q_1 Q_2 / 4\pi\varepsilon_0 a$, we find that

$$TS = -T \left( \frac{\partial A}{\partial T} \right) = \frac{Q_1^2}{8\pi\varepsilon_0 a} \left( \frac{T}{\varepsilon \partial T} \right) = A \left( \frac{T}{\varepsilon \partial T} \right).$$

(4.20)

and likewise for the Coulomb energy.

$$TS = -T \left( \frac{\partial A}{\partial T} \right) = \frac{Q_1 Q_2}{4\pi\varepsilon_0 a} \left( \frac{T}{\varepsilon \partial T} \right) = A \left( \frac{T}{\varepsilon \partial T} \right).$$

(4.21)

while for the angle-averaged charge–dipole and dipole–dipole interactions in a medium we obtain

$$TS = -T \left( \frac{\partial A}{\partial T} \right) = A \left( 1 + \frac{2T}{\varepsilon \partial T} \right).$$

(4.22)

where the first contribution to the entropy is associated with the orientational motion of the interacting solute dipoles as before (cf. Eq. (4.18)) and the second with the solvent molecules.

All the above entropic contributions that depend on $\varepsilon / \partial T$ arise from changes in the configurations of the solvent molecules associated with these interactions. For water,

$$\frac{T}{\varepsilon \partial T} = -1.36 \quad \text{at } 25^\circ C,$$

(4.23)

which is negative. This allows us to make a number of predictions concerning the effects of interactions on the surrounding water molecules. Thus, for the Born interaction, Eq. (4.20) shows that $S$ is negative. We may therefore conclude that the solvation of ions by water is accompanied by a decrease in entropy, which indicates once again that water molecules become restricted in their translational and rotational freedom when they solvate ions. On the other hand, Eq. (4.21) shows that when two ions of opposite sign approach each other in a medium the entropy of the solvent increases.

The above considerations bring out the remarkable feature of the dielectric constant of a solvent in that it contains information on the entropic changes of the solvent molecules involved in an interaction. We shall make use of this property again when we consider other types of interactions.

### Problems and Discussion Topics

#### 4.1

Look at Fig. 3.1. Assume glycine to be a molecule with a dipole of unit charge $\pm e$ at a distance $l$ apart. Estimate $l$ from the data of Fig. 3.1. Also, from the intercept of the line estimate the additional non-electrostatic free energy contribution associated with the transfer of a molecule of glycine into a polar medium. If the glycine molecule is assumed to be spherical with diameter $\sigma$ equal to $l$ (as obtained above), what would be the free energy per unit surface area $\gamma$ of this non-electrostatic transfer process? Are the values you obtain for $l$, $\sigma$ and $\gamma$ reasonable?

#### 4.2

(i) What is the energy of a macroscopic sphere of material $A$ and radius $r$ in a liquid medium $B$, where $\gamma$ is the interfacial energy of the $A-B$ interface? For water and hydrocarbon liquids (e.g. alkanes, oils, etc.) the value of $\gamma$ is about 50 mJ m$^{-2}$. Estimate the solubility of small hydrocarbon molecules such as methane in water at $20^\circ C$, in mole fraction units, assuming that these molecules behave as small macroscopic spheres of radius $r = 0.2$ nm.

(ii) An inert non-polar oil is in contact with an aqueous 1:1 electrolyte solution (i.e., a salt of monovalent ions such as NaCl) whose cations and anions have the same bare-ion radii of 0.10 nm. If the salt concentration in the water is 1 mM ($10^{-5}$ mol l$^{-1}$), calculate the ionic concentration in the oil phase. Assume that the dielectric constants of oil and water are 2.0 and 80, respectively, and that the temperature is $T = 20^\circ C$. What would be the concentration if the ions had a radius of 0.08 nm?

(iii) In practice, the concentration of ions in non-polar hydrocarbon liquids is found to be much higher than any value calculated based on bare-ion radii because ions can enter these liquids surrounded by a certain number of water molecules, i.e. as hydrated ions. By considering the equations used in parts (i) and (ii), estimate the optimal radius of these hydrated ions in oil, their hydration number, and then calculate a new (and more realistic) value for the concentration of ions in the oil. Does your answer also explain why the partitioning of monovalent ions in hydrocarbon liquids is roughly the same for ions of different size? Would you expect the experimental values of the solubilities or partitioning of ions to be higher or lower than your 'theoretical' result?

#### 4.3

Derive (i) the angle-averaged interaction potential for two dipolar molecules in free space, Eq. (4.14); (ii) the angle-averaged potential for two dipolar molecules constrained to interact on a surface with their dipoles freely rotating but always lying in the plane of the surface—the two-dimensional Keesom equation. (Hint: first calculate the values of $\langle \cos^2 \theta \rangle$, $\langle \sin^2 \theta \rangle$, etc., that replace those of Eq. (4.11) in two dimensions); and (iii) the mean interaction energy per molecule for a surface monlayer consisting of
Coulomb energy $A = Q_1 Q_2 / 4 \pi \epsilon_0 d a$, we find that

$$TS = -T \left( \frac{\partial A}{\partial T} \right) = \frac{Q_1^2}{8 \pi \epsilon_0 \epsilon a} \left( \frac{T}{\epsilon} \frac{\partial \epsilon}{\partial T} \right) = A \left( \frac{T}{\epsilon} \frac{\partial \epsilon}{\partial T} \right).$$

(4.20)

and likewise for the Coulomb energy.

$$TS = -T \left( \frac{\partial A}{\partial T} \right) = \frac{Q_1 Q_2}{4 \pi \epsilon_0 \epsilon r} \left( \frac{T}{\epsilon} \frac{\partial \epsilon}{\partial T} \right) = A \left( \frac{T}{\epsilon} \frac{\partial \epsilon}{\partial T} \right).$$

(4.21)

while for the angle-averaged charge–dipole and dipole–dipole interactions in a medium we obtain

$$TS = -T \left( \frac{\partial A}{\partial T} \right) = A \left( 1 + \frac{2T}{\epsilon} \frac{\partial \epsilon}{\partial T} \right).$$

(4.22)

where the first contribution to the entropy is associated with the orientational motion of the interacting solute dipoles as before (cf. Eq. (4.18)) and the second with the solvent molecules.

All the above entropic contributions that depend on $\partial \epsilon / \partial T$ arise from changes in the configurations of the solvent molecules associated with these interactions. For water,

$$\frac{T}{\epsilon} \frac{\partial \epsilon}{\partial T} = -1.36 \quad \text{at} \ 25^\circ C,$$

(4.23)

which is negative. This allows us to make a number of predictions concerning the effects of interactions on the surrounding water molecules. Thus, for the Born interaction, Eq. (4.20) shows that $S$ is negative. We may therefore conclude that the solvation of ions by water is accompanied by a decrease in entropy, which indicates once again that water molecules become restricted in their translational and rotational freedom when they solvate ions. On the other hand, Eq. (4.21) shows that when two ions of opposite sign approach each other in a medium the entropy of the solvent increases.

The above considerations bring out the remarkable feature of the dielectric constant of a solvent in that it contains information on the entropic changes of the solvent molecules involved in an interaction. We shall make use of this property again when we consider other types of interactions.

### PROBLEMS AND DISCUSSION TOPICS

4.1 Look at Fig. 3.1. Assume glycine to be a molecule with a dipole of unit charges $\pm e$ at a distance $l$ apart. Estimate $l$ from the data of Fig. 3.1. Also, from the intercept of the line estimate the additional non-electrostatic free energy contribution associated with the transfer of a molecule of glycine into a polar medium. If the glycine molecule is assumed to be spherical with diameter $\sigma$ equal to $l$ (as obtained above), what would be the free energy per unit surface area $\gamma$ of this non-electrostatic transfer process? Are the values you obtain for $l$, $\sigma$, and $\gamma$ reasonable?

4.2 (i) What is the energy of a macroscopic sphere of material $A$ and radius $r$ in a liquid medium $B$, where $\gamma$ is the interfacial energy of the $A-B$ interface? For water and hydrocarbon liquids (e.g., alkanes, oils, etc.) the value of $\gamma$ is about $50 \text{ mJ m}^{-2}$. Estimate the solubility of small hydrocarbon molecules such as methane in water at $20^\circ C$, in mole fraction units, assuming that these molecules behave as small macroscopic spheres of radius $r = 0.2 \text{ nm}$.

(ii) An inert non-polar oil is in contact with an aqueous 1:1 electrolyte solution (i.e., a salt of monovalent ions such as NaCl) whose cations and anions have the same bare-ion radii of $0.10 \text{ nm}$. If the salt concentration in the water is 1 mM (10⁻³ mol l⁻¹), calculate the ionic concentration in the oil phase. Assume that the dielectric constants of oil and water are 2.0 and 80, respectively, and that the temperature is $T = 20^\circ C$. What would be the concentration if the ions had a radius of 0.08 nm?

(iii) In practice, the concentration of ions in non-polar hydrocarbon liquids is found to be much higher than any value calculated based on bare-ion radii because ions can enter these liquids surrounded by a certain number of water molecules, i.e. as hydrated ions. By considering the equations used in parts (i) and (ii), estimate the optimal radius of these hydrated ions in oil, their hydration number, and then calculate a new (and more realistic) value for the concentration of ions in the oil. Does your answer also explain why the partitioning of monovalent ions in hydrocarbon liquids is roughly the same for ions of different size? Would you expect the experimental values of the solubilities or partitioning of ions to be higher or lower than your 'theoretical' result?

4.3 Derive (i) the angle-averaged interaction potential for two dipolar molecules in free space, Eq. (4.14); (ii) the angle-averaged potential for two dipolar molecules constrained to interact on a surface with their dipoles freely rotating but always lying in the plane of the surface—the two-dimensional Keesom equation. (*Hint:* first calculate the values of $\langle \cos^2 \theta \rangle$, $\langle \sin^2 \theta \rangle$, etc., that replace those of Eq. (4.11) in two dimensions); and (iii) the mean interaction energy per molecule for a surface monolayer consisting of
mobile molecules whose dipoles are aligned normal to the surface, as sketched in Fig. 4.4, where each molecule occupies a mean area $A$. Assume the dipoles have charges $\pm e$ a distance $l$ apart (the dipole moment being $u = el$). What is the main difference between the last two interactions (ii) and (iii) concerning their contributions to two-dimensional phase transitions? (*Hint:* consider the sign of their contribution to the two-dimensional van der Waals equation of state.)

4.4 The angle-averaged Helmholtz free energy of the dipole–dipole interaction $w(r)$ is related to the angle-dependent potential $w(r, \Omega)$ via Eq. (4.9): $e^{-w(r, \Omega)kT} = \langle e^{-w(r)kT} \rangle$. Show that for $w(r, \Omega) < kT$ the internal energy $U(r)$ is related to $w(r, \Omega)$ via

$$U(r) = \langle w(r, \Omega) e^{-w(r, \Omega)kT} \rangle,$$

(4.24)

and use this to derive Eq. (4.16).

---

**Chapter 5**

**INTERACTIONS INVOLVING THE POLARIZATION OF MOLECULES**

5.1 THE POLARIZABILITY OF ATOMS AND MOLECULES

We now enter the last category of electrostatic interactions we shall be considering—those that involve molecular polarization, that is, the dipole moments induced in molecules by the electric fields emanating from nearby molecules. Actually, we have already been much involved with polarization effects: whenever the macroscopic dielectric constant of a medium entered into our consideration this was no more than a reflection of the way the molecules of the medium are polarized by the local electric field. Here we shall look at these effects in more detail, starting at the molecular level. We shall find that apart from the purely Coulombic interaction between two charges or dipoles in vacuum, all the other interactions we have so far considered are essentially polarization-type interactions.

All atoms and molecules are polarizable. Their (dipole) *polarizability* $\alpha$ is defined according to the strength of the induced dipole moment $u_{\text{ind}}$ they acquire in a field $E$, viz.,

$$u_{\text{ind}} = \alpha E.$$

(5.1)

For a non-polar molecule, the polarizability arises from the displacement of its negatively charged electron cloud relative to the positively charged nucleus under the influence of an external electric field. For polar molecules, there are other contributions to the polarizability, discussed in the next section. For the moment, we shall concentrate on the polarizabilities of non-polar molecules, which we shall denote by $\alpha_0$.

As a simple illustrative example of how polarizability arises, let us imagine a one-electron atom whose electron of charge $-e$ circles the nucleus at a distance $R$; this would also define the radius of the atom. If under the influence of an external field $E$ the electron orbit is shifted by a distance $l$ from the
mobile molecules whose dipoles are aligned normal to the surface, as sketched in Fig. 4.4, where each molecule occupies a mean area $A$. Assume the dipoles have charges $\pm e$ a distance $l$ apart (the dipole moment being $u = el$). What is the main difference between the last two interactions (ii) and (iii) concerning their contributions to two-dimensional phase transitions? (Hint: consider the sign of their contribution to the two-dimensional van der Waals equation of state.)

4.4 The angle-averaged Helmholtz free energy of the dipole–dipole interaction $w(r)$ is related to the angle-dependent potential $w(r, \Omega)$ via Eq. (4.9): $e^{-w(r, \Omega)/kT} = \langle e^{-w(r, \Omega)/kT} \rangle$. Show that for $w(r, \Omega) < kT$ the internal energy $U(r)$ is related to $w(r, \Omega)$ via

$$U(r) = \langle w(r, \Omega)e^{-w(r, \Omega)/kT} \rangle,$$

(4.24)

and use this to derive Eq. (4.16).

Chapter 5

INTERACTIONS INVOLVING THE POLARIZATION OF MOLECULES

5.1 THE POLARIZABILITY OF ATOMS AND MOLECULES

We now enter the last category of electrostatic interactions we shall be considering—those that involve molecular polarization, that is, the dipole moments induced in molecules by the electric fields emanating from nearby molecules. Actually, we have already been much involved with polarization effects: whenever the macroscopic dielectric constant of a medium entered into our consideration this was no more than a reflection of the way the molecules of the medium are polarized by the local electric field. Here we shall look at these effects in more detail, starting at the molecular level. We shall find that apart from the purely Coulombic interaction between two charges or dipoles in vacuum, all the other interactions we have so far considered are essentially polarization-type interactions.

All atoms and molecules are polarizable. Their (dipole) polarizability $\alpha$ is defined according to the strength of the induced dipole moment $u_{\text{ind}}$ they acquire in a field $E$, viz.,

$$u_{\text{ind}} = \alpha E.$$

(5.1)

For a non-polar molecule, the polarizability arises from the displacement of its negatively charged electron cloud relative to the positively charged nucleus under the influence of an external electric field. For polar molecules, there are other contributions to the polarizability, discussed in the next section. For the moment, we shall concentrate on the polarizabilities of non-polar molecules, which we shall denote by $\alpha_0$.

As a simple illustrative example of how polarizability arises, let us imagine a one-electron atom whose electron of charge $-e$ circles the nucleus at a distance $R$; this would also define the radius of the atom. If under the influence of an external field $E$ the electron orbit is shifted by a distance $l$ from the
nucleus (Fig. 5.1), then we have, for the induced dipole moment,
\[ u_{\text{ind}} = \alpha_0 E = le. \] (5.2)

Now the external force \( F_{\text{ext}} \) on the electron due to the field \( E \) is
\[ F_{\text{ext}} = eE, \]
which must be balanced at equilibrium by the attractive force between the displaced electron orbit and the nucleus. This is none other than the Coulomb force \( \frac{e^2}{4\pi\varepsilon_0 R^2} \) resolved along the direction of the field (Fig. 5.1). The internal (restoring) force is therefore
\[ F_{\text{int}} = -\frac{e^2}{4\pi\varepsilon_0 R^2} \sin \theta \approx -\frac{e^2}{4\pi\varepsilon_0 R^3} u_{\text{ind}}. \] (5.3)

At equilibrium, \( F_{\text{ext}} = F_{\text{int}} \), which leads to
\[ u_{\text{ind}} = 4\pi\varepsilon_0 R^2 E = \alpha_0 E, \]
whence we obtain for the polarizability
\[ \alpha_0 = 4\pi\varepsilon_0 R^3. \] (5.4)

### Table 5.1 Electronic polarizabilities \( \alpha_0 \) of atoms, molecules, bonds, and molecular groups*

<table>
<thead>
<tr>
<th>Atoms and molecules</th>
<th>( \alpha_0 )</th>
<th>Bond polarizabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>0.20</td>
<td>C—O</td>
</tr>
<tr>
<td>H(_2)</td>
<td>0.81</td>
<td>C—O</td>
</tr>
<tr>
<td>H(_2)O</td>
<td>1.48</td>
<td>C—O</td>
</tr>
<tr>
<td>O(_2)</td>
<td>1.60</td>
<td>C—O</td>
</tr>
<tr>
<td>Ar</td>
<td>1.63</td>
<td>C—O</td>
</tr>
<tr>
<td>CO</td>
<td>1.95</td>
<td>C—O</td>
</tr>
</tbody>
</table>

*Polarizabilities \( \alpha_0 \) are given in units of \( (4\pi\varepsilon_0)^{1/2} \times (10^{-30} \text{ m}^3) \). Note that when molecules are dissolved in a solvent medium their polarizability can change by up to 10%. Data compiled from Denbigh (1940), Hirschfelder et al. (1954), and Smyth (1955).

The unit of polarizability is therefore \( 4\pi\varepsilon_0 \times \text{(volume)} \) or \( \text{C}^2 \text{ m}^2 \text{ J}^{-1} \). The polarizability of atoms and molecules that arises from such electron displacements is known as electronic polarizability. Its magnitude, apart from the \( 4\pi\varepsilon_0 \) term, is usually less than but of the order of the (radius)\(^3\) of the atom or molecule. For example, for water, \( \alpha_0/4\pi\varepsilon_0 = 1.48 \times 10^{-30} \text{ m}^3 \) = (0.114 nm)\(^3\), where 0.114 nm is about 15% less than the radius of a water molecule (0.135 nm).

Table 5.1 lists the electronic polarizabilities of some common atoms and molecules. Since the electronic polarizability is associated with displacements of electron clouds, it has long been recognized that the polarizability of a molecule can be obtained by simply summing the characteristic polarizabilities of its covalent bonds, since these are where the polarizable electrons are mostly localized. Table 5.1 also lists some bond polarizabilities. As can be seen, the polarizability of methane, CH\(_4\), is simply four times that of the C—H bond (i.e., \( \alpha_{\text{CH}} = 4\alpha_{\text{C—H}} \)). Likewise, the polarizability of ethylene, C\(_2\)H\(_4\), is given by \( 4\alpha_{\text{C—C}} + \alpha_{\text{C—H}} \). This additivity procedure is often accurate to within a few percent, but it can fail for molecules in which the bonds are not independent of each other (delocalized electrons, as in benzene) or when non-bonded lone-pair electrons that also contribute to the
nucleus (Fig. 5.1), then we have, for the induced dipole moment,

\[ u_{\text{ind}} = \alpha_0 E = le. \]  

(5.2)

Now the external force \( F_{\text{ext}} \) on the electron due to the field \( E \) is

\[ F_{\text{ext}} = eE, \]

which must be balanced at equilibrium by the attractive force between the displaced electron orbit and the nucleus. This is none other than the Coulomb force \( e^2 / 4\pi \varepsilon_0 R^2 \) resolved along the direction of the field (Fig. 5.1). The internal (restoring) force is therefore

\[ F_{\text{int}} = \frac{e^2}{4\pi \varepsilon_0 R^2} \sin \theta \approx \frac{e^2}{4\pi \varepsilon_0 R^3} \approx \frac{e}{4\pi \varepsilon_0 R^3} u_{\text{ind}}. \]

(5.3)

At equilibrium, \( F_{\text{ext}} = F_{\text{int}} \), which leads to

\[ u_{\text{ind}} = 4\pi \varepsilon_0 R^2 E = \alpha_0 E, \]

whence we obtain for the polarizability

\[ \alpha_0 = 4\pi \varepsilon_0 R^3. \]  

(5.4)

**Table 5.1**

| Aliphatic C—C | 0.48 | C—O | 0.60 |
| Aliphatic C—C | 1.07 | C=C | 1.36 |
| Aliphatic C—H | 0.65 | C=Cl | 2.60 |
| Aliphatic C—H | 0.73 | C=Br | 3.75 |
| C—O—H | 1.28 | CH₃ | 1.84 |
| C—O—C | 1.13 | Si—O—Si | 1.39 |
| C—NH₂ | 2.03 | Si—OH | 1.60 |

*Polarizabilities \( \alpha_0 \) are given in units of \( (4\pi \varepsilon_0 \lambda)^2 = (4\pi \varepsilon_0 10^{-30} \text{ m}^3 = 1.11 \times 10^{-40} \text{ C}^2 \text{ m}^3)^{-1} \). Note that when molecules are dissolved in a solvent medium their polarizability can change by up to 10%. Data compiled from Denbigh (1940), Hirschfelder et al. (1954) and Smyth (1955).*
polarizability are present, as in H₂O and other hydrogen-bonding groups. Under such circumstances it has been found useful to assign polarizabilities to certain molecular groups. Some group polarizabilities are also included in Table 5.1. For example, the polarizability of CH₃OH is 3\(a_{\text{C-H}} \times 4\pi\varepsilon_0(3 \times 0.65 + 1.28) \times 10^{-30} = 4\pi\varepsilon_0(3.23 \times 10^{-30} \text{ m}^3)\).

5.2 THE POLARIZABILITY OF POLAR MOLECULES

In Section 5.1 we considered the polarizability arising solely from the electronic displacements in atoms and molecules. A freely rotating dipolar molecule (whose time-averaged dipole moment is zero) also has an orientational polarizability, arising from the effect of an external field on the Boltzmann-averaged orientations of the rotating dipole. Thus, in the presence of an electric field \(E\) these orientations will no longer time-average to zero but will be weighted according to the field. If at any instant the permanent dipole \(u\) is at an angle \(\theta\) to the field \(E\), its resolved dipole moment along the field is \(u \cos \theta\), and its energy in the field from Eq. (4.6) is \(-ue \cos \theta\), so that the angle-averaged induced dipole moment is given by (cf. Section 4.8)

\[
u_{\text{ind}} = \langle u \cos \theta e \cos \theta \rangle \cos \theta = \frac{u^2}{kT} \langle \cos^2 \theta \rangle = \frac{u^2}{3kT}E, \quad uE \ll kT.
\]

(5.5)

Since \(\nu_{\text{ind}}\) is proportional to the field \(E\), we see that the factor \(u^2/3kT\) provides an additional contribution to the molecular polarizability. This is known as the orientational polarizability:

\[
\alpha_{\text{orient}} = \frac{u^2}{3kT}.
\]

(5.6)

The total polarizability of a polar molecule is therefore

\[
\alpha = \alpha_0 + \frac{u^2}{3kT} \quad \text{(the Debye–Langevin equation)},
\]

(5.7)

where \(u\) is its permanent dipole moment. Thus, for example, a polar molecule of moment \(u = 1 \text{D} = 3.336 \times 10^{-30} \text{ C m}\) at 300 K will have an orientational polarizability of

\[
\alpha_{\text{orient}} = \frac{(3.336 \times 10^{-30})^2}{3(1.38 \times 10^{-23})300} = 9 \times 10^{-40} \text{ C}^2 \text{ m}^2 \text{ J}^{-1}
\]

\[
= (4\pi\varepsilon_0)8 \times 10^{-30} \text{ m}^3,
\]

a value that is comparable to the electronic polarizabilities \(\alpha_0\) of molecules (cf. Table 5.1).

In very high fields or at sufficiently low temperatures such that \(ue \gg kT\), a dipolar molecule will become completely aligned along the field. When this happens (e.g., water near a small ion), the concept of a molecule's orientational polarizability breaks down, but the electronic polarizability still applies.

5.3 INTERACTIONS BETWEEN IONS AND UNCHARGED MOLECULES

When a molecule is at a distance \(r\) away from an ion, the electric field of the ion

\[
E = ze/4\pi\varepsilon_0er^2
\]

will induce in the molecule a dipole moment of

\[
u_{\text{ind}} = aeE = aze/4\pi\varepsilon_0er^2.
\]

(5.9)

\[
\square
\]

\[
\textbf{WORKED EXAMPLE}
\]

Question: Estimate the distance by which the electron cloud of a methane (CH₄) molecule is shifted relative to the centre of the molecule due to the presence of a sodium ion whose centre is 0.4 nm from the centre of the molecule.

Answer:

- For a monovalent ion such as Na⁺, the electric field at a distance of 0.4 nm from its centre is \(E = e(1.602 \times 10^{-19})/(4 \times 3.142 \times 8.854 \times 10^{-12})(0.4 \times 10^{-9})^2 = 9.0 \times 10^9 \text{ V m}^{-1}\). The induced dipole moment on a methane molecule is therefore, using Table 5.1,

\[
u_{\text{ind}} = \alpha_0eE = 4\pi\varepsilon_0(2.6 \times 10^{-30})(9.0 \times 10^9) = 2.60 \times 10^{-30} \text{ C m}
\]

\[
= 2.60 \times 10^{-30}/3.36 \times 10^{-30} = 0.78 \text{ D.}
\]

From Eq. (5.2) this corresponds to a unit charge separation in the molecule of \(l = \nu_{\text{ind}}/e = 0.016 \text{ nm}\), which is about 8% of the molecular radius of methane (of 0.2 nm). However, if we consider that four or more of the hydrogen electrons in CH₄ may be displaced simultaneously this distance falls to 0.004 nm, or about 2% of the molecular radius. \(\square\)
polarizability are present, as in H₂O and other hydrogen-bonding groups. Under such circumstances it has been found useful to assign polarizabilities to certain molecular groups. Some group polarizabilities are also included in Table 5.1. For example, the polarizability of CH₃OH is 3aₑ⁻–H + aₑ–O–H = 4πε₀(3 × 0.65 + 1.28) × 10⁻³⁰ = 4πε₀(3.23 × 10⁻³⁰ m³).

5.2 THE POLARIZABILITY OF POLAR MOLECULES

In Section 5.1 we considered the polarizability arising solely from the electronic displacements in atoms and molecules. A freely rotating dipolar molecule (whose time-averaged dipole moment is zero) also has an orientational polarizability, arising from the effect of an external field on the Boltzmann-averaged orientations of the rotating dipole. Thus, in the presence of an electric field E these orientations will no longer time-average to zero but will be weighted along the field. If at any instant the permanent dipole u is at an angle θ to the field E, its resolved dipole moment along the field is u cos θ, and its energy in the field from Eq. (4.6) is −uE cos θ, so that the angle-averaged induced dipole moment is given by (cf. Section 4.8)

\[ u_{\text{ind}} = \langle u \cos \theta e^{i \omega t} \rangle \]
\[ = u^2 E \langle \cos^2 \theta \rangle = \frac{u^2}{3 kT} E, \quad uE \ll kT. \quad (5.5) \]

Since \( u_{\text{ind}} \) is proportional to the field \( E \), we see that the factor \( u^2/3 kT \) provides an additional contribution to the molecular polarizability. This is known as the orientational polarizability:

\[ a_{\text{orient}} = u^2/3 kT. \quad (5.6) \]

The total polarizability of a polar molecule is therefore

\[ \alpha = a_{\text{orient}} + u^2/3 kT \quad (\text{the Debye–Langevin equation}), \quad (5.7) \]

where \( u \) is its permanent dipole moment. Thus, for example, a polar molecule of moment \( u = 1 \text{ D} = 3.336 \times 10^{-30} \text{ C m} \) at 300 K will have an orientational polarizability of

\[ a_{\text{orient}} = \frac{(3.336 \times 10^{-30})^2}{3(1.38 \times 10^{-23})300} = 9 \times 10^{-40} \quad \text{C}^2 \text{ m}^2 \text{ J}^{-1} \]
\[ = (4\pi\varepsilon_0)8 \times 10^{-30} \text{ m}^3, \]

a value that is comparable to the electronic polarizabilities \( a_{\varepsilon} \) of molecules (cf. Table 5.1).

In very high fields or at sufficiently low temperatures such that \( uE \gg kT \), a dipolar molecule will become completely aligned along the field. When this happens (e.g., water near a small ion), the concept of a molecule’s orientational polarizability breaks down, but the electronic polarizability still applies.

5.3 INTERACTIONS BETWEEN IONS AND UNCHARGED MOLECULES

When a molecule is at a distance \( r \) away from an ion, the electric field of the ion

\[ E = \frac{ze}{4\pi\varepsilon_0 \varepsilon r^2} \quad (5.8) \]

will induce in the molecule a dipole moment of

\[ u_{\text{ind}} = aE = aze/4\pi\varepsilon_0 \varepsilon r^2. \quad (5.9) \]

**WORKED EXAMPLE**

Question: Estimate the distance by which the electron cloud of a methane (CH₄) molecule is shifted relative to the centre of the molecule due to the presence of a sodium ion whose centre is 0.4 nm from the centre of the molecule.

Answer:

- For a monovalent ion such as Na⁺, the electric field at a distance of 0.4 nm from its centre is \( E = e/(4\pi\varepsilon_0 r^2) = (1.602 \times 10^{-19})/(4 \times 3.142 \times 8.854 \times 10^{-12}) = 9.0 \times 10^9 \text{ V m}^{-1} \). The induced dipole moment on a methane molecule is therefore, using Table 5.1,

\[ u_{\text{ind}} = a_{\varepsilon} E = 4\pi\varepsilon_0 (2.6 \times 10^{-30})(9.0 \times 10^9) = 2.60 \times 10^{-30} \text{ C m} \]
\[ = 2.60 \times 10^{-30}/3.336 \times 10^{-30} = 0.78 \text{ D}. \]

From Eq. (5.2) this corresponds to a unit charge separation in the molecule of \( l = u_{\text{ind}}/e = 0.016 \text{ nm} \), which is about 8% of the molecular radius of methane (of 0.2 nm). However, if we consider that four or more of the hydrogen electrons in CH₄ may be displaced simultaneously this distance falls to 0.004 nm, or about 2% of the molecular radius.
The reason for this is that when a dipole moment is induced (rather than being permanent or fixed) some energy is taken up in polarizing the molecule. If we return to the example of Fig. 5.1, we see that this is the energy absorbed internally in displacing the positive and negative charges in the molecule and may be calculated by integrating the internal force \( F_{\text{int}} \) of Eq. (5.3) with respect to the charge separation from 0 to \( l \), viz.,

\[
w_{\text{int}}(r) = \int_0^r F_{\text{int}} \, dl = \int_0^r e^2 l \, dl = \frac{(el)^2}{8\pi\varepsilon_0 R^3} = \frac{(aE)^2}{2a} = \frac{1}{2} aE^2.
\]

Thus, a factor \( +\frac{1}{2}aE^2 \) must be added to Eq. (5.14) to obtain the free energy for the ion-induced dipole interaction, i.e., Eq. (5.13). An alternative derivation of Eq. (5.13) is given in Fig. 5.2.

We may now insert the value for the total polarizability of polar molecules, \( \alpha = \alpha_0 + \frac{u^2}{3kT} \), into Eq. (5.12) and obtain for the net ion-induced dipole interaction free energy

\[
w(r) = -\frac{(ze)^2\alpha}{2(4\pi\varepsilon_0 e)^2r^4} = -\frac{(ze)^2}{2(4\pi\varepsilon_0 e)^2r^4} \left( \alpha_0 + \frac{u^2}{3kT} \right),
\]

and we may note that the temperature-dependent term is identical to Eq. (4.13) derived earlier by a different method.

### 5.4 ION-SOLVENT MOLECULE INTERACTIONS AND THE BORN ENERGY

It is instructive to see how the ion-induced dipole interaction is related to the Born energy of an ion in a medium, which was previously discussed in Chapter 3. Let us first compute the total interaction energy of an ion in a medium with all the surrounding solvent molecules. For an ion of radius \( a \), this can be calculated as before by integrating \( w(r) \) of Eq. (5.12) or (5.16) over all of space:

\[
\mu^4 = \int_0^\infty w(r) \rho 4\pi r^2 \, dr = -\int_0^\infty \frac{\rho 4\pi (ze)^2 4\pi r^2 \, dr}{2(4\pi\varepsilon_0 e)^2r^4} = -\frac{\rho (ze)^2}{8\pi\varepsilon_0 e^2a},
\]

where \( \rho \) is the number of solvent molecules per unit volume. To proceed further we have to make some connection between the molecular and continuum properties of the solvent. This requires us to find a relation...
The reason for this is that when a dipole moment is induced (rather than being permanent or fixed) some energy is taken up in polarizing the molecule. If we return to the example of Fig. 5.1, we see that this is the energy absorbed internally in displacing the positive and negative charges in the molecule and may be calculated by integrating the internal force $F_{\text{int}}$ of Eq. (5.3) with respect to the charge separation from 0 to $l$, viz.,

$$w_{\text{int}}(r) = \int_0^l F_{\text{int}} \, dl = \int_0^l e_1^2 \, dl = \frac{e_1^2}{4\pi\varepsilon_0 R^3} = \frac{(e_1^2)}{8\pi\varepsilon_0 R^3} = \frac{2\alpha E^2}{2a} = \frac{1}{2} a E^2. \quad (5.15)$$

Thus, a factor $+\frac{1}{2} a E^2$ must be added to Eq. (5.14) to obtain the free energy for the ion-induced dipole interaction, i.e., Eq. (5.13). An alternative derivation of Eq. (5.13) is given in Fig. 5.2.

We may now insert the value for the total polarizability of polar molecules, $a = \alpha_0 + u^2/3kT$, into Eq. (5.12) and obtain for the net ion-induced dipole interaction free energy

$$w(r) = -\frac{(ez)^2a}{2(4\pi\varepsilon_0 e)^2r^4} = -\frac{(ez)^2}{2(4\pi\varepsilon_0 e)^2r^4} \left( \alpha_0 + \frac{u^2}{3kT} \right), \quad (5.16)$$

and we may note that the temperature-dependent term is identical to Eq. (4.13) derived earlier by a different method.

### 5.4 Ion-Solvent Molecule Interactions and the Born Energy

It is instructive to see how the ion-induced dipole interaction is related to the Born energy of an ion in a medium, which was previously discussed in Chapter 3. Let us first compute the total interaction energy of an ion in a medium with all the surrounding solvent molecules. For an ion of radius $a$, this can be calculated as before by integrating $w(r)$ of Eq. (5.12) or (5.16) over all of space:

$$\mu^1 = \int_a^\infty w(r) \rho 4\pi r^2 \, dr = -\int_a^\infty \frac{\rho a (e_1^2) 4\pi r^2}{2(4\pi\varepsilon_0 e)^2r^4} = -\frac{\rho a (e_1^2)}{8\pi\varepsilon_0 e^2 a} \quad (5.17)$$

where $\rho$ is the number of solvent molecules per unit volume. To proceed further we have to make some connection between the molecular and continuum properties of the solvent. This requires us to find a relation...
between the molecular polarizability \( \alpha \) and the dielectric constant \( \varepsilon \) of a medium. This is a very complex problem and not well understood. However, the value of \( (\rho \varepsilon)/\varepsilon_0 \) in the above equation may in a first approximation be associated with the electric susceptibility \( \chi \) of a medium. This is the polarizability per unit volume of a medium and is related to the dielectric constant \( \varepsilon \) by

\[
\chi = (\varepsilon - 1).
\] (5.18)

The change in free energy \( \Delta \mu^i \) when an ion goes from a medium of dielectric constant \( \varepsilon_1 \) to one of \( \varepsilon_2 \) is therefore (since \( d\chi = d\varepsilon \))

\[
\Delta \mu^i = -\int_{x_1}^{x_2} \frac{(ze)^2}{8\pi\varepsilon_0\varepsilon^2a} dx = -\int_{x_1}^{x_2} \frac{(ze)^2}{8\pi\varepsilon_0\varepsilon^2a} d\varepsilon = \frac{(ze)^2}{8\pi\varepsilon_0 a} \left[ \frac{1}{\varepsilon_1} - \frac{1}{\varepsilon_2} \right],
\] (5.19)

which is the change in Born energy, Eq. (3.8).

We have now seen how the Born energy—previously derived using a continuum analysis—can also be derived from a molecular approach. Furthermore, the molecular approach has the added advantage of providing insight into the limitations of the Born equation. Thus, for an ion in a polar solvent, we may expect the Born equation to be valid so long as the polarizabilities of the solvent molecules do not depend on their distance from the ion, i.e., so long as the polarization field \( E \) and solvent dipole moment \( u \) are not so large that the Debye–Lennard equation, Eq. (5.7), breaks down. We have already seen in Chapter 4 that for ions in a polar solvent, this condition is satisfied except for small or multivalent ions in very polar solvents such as water.

5.5 Dipole-induced dipole interactions

The interaction between a polar molecule and a non-polar molecule is analogous to the ion-induced dipole interaction just discussed except that the polarizing field comes from a permanent dipole rather than a charge. For a fixed dipole \( u \) oriented at an angle \( \theta \) to the line joining it to a polarizable molecule (Fig. 2.2), it may be shown that the magnitude of the electric field of the dipole acting on the molecule is

\[
E = u(1 + 3\cos^2\theta)\frac{1}{4\pi\varepsilon_0 a^3},
\] (5.20)

the interaction energy is therefore

\[
w(r, \theta) = -\frac{1}{2}\alpha_0 E^2 = -u^2\alpha_0(1 + 3\cos^2\theta)/2(4\pi\varepsilon_0\varepsilon)^2r^6.
\] (5.21)

For typical values of \( u \) and \( \alpha_0 \), the strength of this interaction is not sufficient to mutually orient the molecules, as occurs in ion-dipole or strong dipole–dipole interactions. The effective interaction is therefore the angle-averaged energy. Since the angle average of \( \cos^2\theta \) is \( 1/3 \), Eq. (5.21) becomes

\[
w(r) = -u^2\alpha_0/(4\pi\varepsilon_0\varepsilon)^2r^6,
\] (5.22)

while more generally, for two different molecules each possessing a permanent dipole moment \( u_1 \) and \( u_2 \) and polarizabilities \( \alpha_{01} \) and \( \alpha_{02} \), their net dipole-induced dipole energy is

\[
w(r) = \frac{u_1^2\alpha_{02} + u_2^2\alpha_{01}}{(4\pi\varepsilon_0\varepsilon)^2r^6}.
\] (5.23)

This is often referred to as the Debye interaction or the induction interaction. It constitutes the second of three inverse sixth power contributions to the total van der Waals interaction energy between molecules. The first we have already encountered in the angle-averaged dipole–dipole or Keesom interaction, Eq. (4.14), which incidentally may also be obtained from Eq. (5.22) by replacing \( \alpha_0 \) by \( \alpha_{\text{orient}} = u^2/3kT \) so that for two dipoles \( u_1 \) and \( u_2 \), it gives the Keesom free energy:

\[
w(r) = -\frac{u_1^2u_2^2}{3(4\pi\varepsilon_0\varepsilon)^2kT}\varepsilon^6.
\]

5.6 Unification of polarization interactions

Apart from the straight Coulomb interaction between two charges, all the other interactions we have considered have involved polarization effects, either explicitly for neutral molecules of polarizability \( \alpha_0 \) or implicitly for rotating polar molecules that effectively behave as polarizable molecules of polarizability \( \alpha = \alpha_0 + \alpha_{\text{orient}} \). For completeness, we may note that all these angle-averaged interactions may be expressed in one general equation; thus, for a charged polar molecule 1 interacting with a second polar molecule 2
between the molecular polarizability $\alpha$ and the dielectric constant $\varepsilon$ of a medium. This is a very complex problem and not well understood. However, the value of $(\rho d)/\varepsilon_0$ in the above equation may in a first approximation be associated with the electric susceptibility $\chi$ of a medium. This is the polarizability per unit volume of a medium and is related to the dielectric constant $\varepsilon$ by

$$\chi = (\varepsilon - 1).$$

The change in free energy $\Delta \mu^I$ when an ion goes from a medium of dielectric constant $\varepsilon_1$ to one of $\varepsilon_2$ is therefore (since $d\chi = d\varepsilon$)

$$\Delta \mu^I = \int_{\varepsilon_1}^{\varepsilon_2} \frac{(ze)^2}{8\pi \varepsilon_0 \varepsilon a^2} \, d\varepsilon = \int_{\varepsilon_1}^{\varepsilon_2} \frac{(ze)^2}{8\pi \varepsilon_0 \varepsilon a^2} \left( \frac{1}{\varepsilon_1} - \frac{1}{\varepsilon_2} \right),$$

(5.19)

which is the change in Born energy, Eq. (3.8).

We have now seen how the Born energy—previously derived using a continuum analysis—can also be derived from a molecular approach. Furthermore, the molecular approach has the added advantage of providing insight into the limitations of the Born equation. Thus, for an ion in a polar solvent, we may expect the Born equation to be valid so long as the polarizabilities of the solvent molecules do not depend on their distance from the ion, i.e., so long as the polarizing field $E$ and solvent dipole moment $u$ are not so large that the Debye–Lennard equation, Eq. (5.7), breaks down.

We have already seen in Chapter 4 that for ions in a polar solvent, this condition is satisfied except for small or multivalent ions in very polar solvents such as water.

### 5.5 Dipole-Induced Dipole Interactions

The interaction between a polar molecule and a non-polar molecule is analogous to the ion-induced dipole interaction just discussed except that the polarizing field comes from a permanent dipole rather than a charge. For a fixed dipole $u$ oriented at an angle $\theta$ to the line joining it to a polarizable molecule (Fig. 2.2), it may be shown that the magnitude of the electric field of the dipole acting on the molecule is

$$E = u(1 + 3 \cos^2 \theta)/4\pi \varepsilon_0 \varepsilon^3,$$

(5.20)

the interaction energy is therefore

$$w(r, \theta) = -\frac{1}{2} \alpha_0 E^2 = -u^2 \alpha_0 (1 + 3 \cos^2 \theta)/(4\pi \varepsilon_0 \varepsilon)^2 r^6.$$  

(5.21)

For typical values of $u$ and $\alpha_0$, the strength of this interaction is not sufficient to mutually orient the molecules, as occurs in ion-dipole or strong dipole–dipole interactions. The effective interaction is therefore the angle-averaged energy. Since the angle average of $\cos^2 \theta$ is 1/3, Eq. (5.21) becomes

$$w(r) = -u^2 \alpha_0/(4\pi \varepsilon_0 \varepsilon)^2 r^6,$$

(5.22)

while more generally, for two different molecules each possessing a permanent dipole moment $u_1$ and $u_2$ and polarizabilities $\alpha_{01}$ and $\alpha_{02}$, their net dipole-induced dipole energy is

$$w(r) = \frac{u_1^2 \alpha_{02} + u_2^2 \alpha_{01}}{(4\pi \varepsilon_0 \varepsilon)^2 r^6}.$$  

(5.23)

This is often referred to as the Debye interaction or the induction interaction. It constitutes the second of three inverse sixth power contributions to the total van der Waals interaction energy between molecules. The first we have already encountered in the angle-averaged dipole–dipole or Keesom interaction, Eq. (4.14), which incidentally may also be obtained from Eq. (5.22) by replacing $\alpha_0$ by $\alpha_{0\text{iso}} = u^2/3kT$ so that for two dipoles $u_1$ and $u_2$, it gives the Keesom free energy:

$$w(r) = -\frac{u_1^2 u_2^2}{3(4\pi \varepsilon_0 \varepsilon)^2 kT r^6}.$$  

(5.24)

### 5.6 Unification of Polarization Interactions

Apart from the straight Coulomb interaction between two charges, all the other interactions we have considered have involved polarization effects, either explicitly for neutral molecules of polarizability $\alpha_0$ or implicitly for rotating polar molecules that effectively behave as polarizable molecules of polarizability $\alpha = \alpha_0 + \alpha_{0\text{iso}}$. For completeness, we may note that all these angle-averaged interactions may be expressed in one general equation; thus, for a charged polar molecule 1 interacting with a second polar molecule 2...
we may write

\[ w(r) = -\left( \frac{Q_1^2}{2r^4} + \frac{3kT \alpha_1}{r^6} \right) \frac{\alpha_2}{(4\pi\varepsilon_0 e)^2} \]  

(5.24)

\[ = -\left[ \frac{Q_1^2}{2r^4} + \frac{3kT (u_1^2/3kT \alpha_1)}{r^6} + \frac{u_2^2}{3kT \alpha_2} \right]/(4\pi\varepsilon_0 e)^2, \]  

(5.25)

where \( Q_1 \) is the charge of the first molecule and \( u_1, u_2, \alpha_1, \alpha_2 \) are the dipole moments and electronic polarizabilities of the two molecules. Each of the six terms arising from the above equation may be identified (cf. Fig. 2.2) with a previous derivation (except for the small \( \textit{van der Waals} \) \( \alpha_1, \alpha_2 \) term discussed later). The unification of these various interactions is conceptually important, for it shows them all to be essentially polarization-type forces. If none of the molecules carries a net charge (\( Q_1 = 0 \)), the above equation gives the \( \textit{Keesom} \)-orientation and \( \textit{Debye} \)-induction contributions to the total \( \textit{van der Waals} \) force between two molecules. The third contributor to \( \textit{van der Waals} \) forces—the \( \textit{dispersion force} \)—will be introduced in the next chapter.

Equation (5.25) is also useful for rapidly estimating the relative strengths of charge, dipole, and electronic polarizability contributions in an interaction. Thus, for typical values of \( Q_1 = 6 \times 10^{-19} \, \text{C}, \; u_1 = 1D = 3.3 \times 10^{-30} \, \text{m} \, \text{s}^{-1}, \; \alpha_1 = (4\pi\varepsilon_0 e)3 \times 10^{-30} \, \text{m}^2 \), and \( r = 0.5 \, \text{nm}, \; \text{at} \; T = 300 \, \text{K} \) the ratio of the three terms in the square brackets

\[ (Q_1^2/2r^4):(u_1^2/r^6):(3kT \alpha_1/r^6) \]

is about 800:3:1. For water, however, because of its large dipole moment \( u \) and unusually small polarizability \( \alpha_0 \), the ratio \( u^2/3kT \alpha_0 \) is about 20:1, i.e., the permanent-dipole-associated interactions of water always dominate over electronic polarization effects. Note, too, that the effectiveness of a dipolar interaction depends on \( u^2/r^6 \sim (u/\sigma)^2 \) rather than on the absolute value of the dipole moment. In other words, for a molecule to be considered as highly polar, it must have a high dipole moment per \textit{molecular volume} and not simply a high \( u \).

5.7 \textbf{Solvent effects and \textit{‘Excess polarizabilities’}}

The interaction between molecules or small particles in a solvent medium can be very different from that of isolated molecules in free space or in a gas. The presence of a suspending medium does more than simply reduce the interaction energy or force by a factor \( e \) or \( e^2 \), as might appear from the Eq. (5.25) and other equations derived earlier. First, the intrinsic dipole moment and polarizability of an isolated gas molecule may be different in the liquid state or when dissolved in a medium. This depends in a complicated way on its interactions with the surrounding solvent and can usually only be found by experiment. Second, as already discussed in Section 2.1, a dissolved molecule can move only by displacing an equal volume of solvent from its path; hence, the polarizability \( \alpha \) in a medium must represent the \textit{excess polarizability} of a molecule or particle over that of the solvent and must vanish when a dissolved particle has the same properties as the solvent. Qualitatively, we may say that if no electric field is reflected by a particle, it is 'invisible' in the solvent medium and consequently does not experience a force.

The problem of knowing the excess or effective polarizability can be approached by treating a dissolved molecule or a small particle as a separate dielectric medium of a given size and shape. This \textit{continuum} approach has an obvious advantage since the dielectric constant of a medium is usually known. Accordingly, a molecule \( i \) may be modelled as a dielectric sphere of radius \( r_i \) and dielectric constant \( n_i \). Now in a medium of dielectric constant \( e \) (Fig. 5.3a), such a dielectric sphere will be polarized by a field \( E \) and acquire an excess dipole moment given by (Landau and Lifshitz, 1963, p. 44)

\[ \mu_{\text{ind}} = 4\pi\varepsilon_0 e \left( \frac{e_i - e}{e_i + 2e} \right) a_i^3 E \]

so that its effective or \textit{excess polarizability} in the medium is

\[ \alpha_i = 4\pi\varepsilon_0 e \left( \frac{e_i - e}{e_i + 2e} \right) a_i^3 = 3\varepsilon_0 e \left( \frac{e_i - e}{e_i + 2e} \right) \eta_i, \]  

(5.26)

where \( \eta_i = \frac{1}{3}a_i^3 \) is the volume of the molecule or sphere. This equation shows that for a dielectric sphere of high \( e_i \) in free space (where \( e = 1 \)) its polarizability is roughly \( \alpha_i \approx 4\pi\varepsilon_0 e a_i^3 \), as previously found for a simple one-electron atom (Eq. (5.4)). Further, if \( e > e_i \) the polarizability is negative, implying that the direction of the induced dipole is opposite to that in free space.

If we substitute Eq. (5.26) into Eq. (5.24), we obtain the important result

\[ w(r) = -\left[ \frac{Q_1^2}{8\pi\varepsilon_0 e r^4} + \frac{3kT (e_i - e)}{e_i + 2e} a_i^3 \right] \left( \frac{e_1 - e}{e_1 + 2e} \right) \left( \frac{e_2 - e}{e_2 + 2e} \right) a_2^3, \]  

(5.27)

which allows us to conclude the following:
we may write

\[ w(r) = -\frac{Q_1^2}{2r^4} + \frac{3kT}{r^6} \left( \frac{\alpha_1}{4\pi\varepsilon_0 e} \right)^2 \] (5.24)

\[ = -\left[ \frac{Q_1^2}{2r^4} + \frac{3kT}{r^6} \left( \frac{u_1^2}{3kT} + \alpha_{01} \right) \right] \left( \frac{u_2^2}{3kT} + \alpha_{02} \right) \left( \frac{1}{4\pi\varepsilon_0 e} \right)^2, \] (5.25)

where \( Q_1 \) is the charge of the first molecule and \( u_1, u_2, \alpha_{01}, \alpha_{02} \) are the dipole moments and electronic polarizabilities of the two molecules. Each of the six terms arising from the above equation may be identified (cf. Fig. 2.2) with a previous derivation (except for the small \( \text{van der Waals} \) \( \alpha_{01}, \alpha_{02} \) term discussed later). The unification of these various interactions is conceptually important, for it shows them all to be essentially polarization-type forces. If none of the molecules carries a net charge \( (Q_1 = 0) \), the above equation gives the Keesom-orientation and Debye-induction contributions to the total van der Waals force between two molecules. The third contributor to van der Waals forces—the dispersion force—will be introduced in the next chapter.

Equation (5.25) is also useful for rapidly estimating the relative strengths of charge, dipole, and electronic polarizability contributions in an interaction. Thus, for typical values of \( Q_1 = e = 1.6 \times 10^{-19} \text{ C}, u_1 = 1 \text{ D} = 3.3 \times 10^{-30} \text{ m}^3, \alpha_{01} = (4\pi\varepsilon_0)3 	imes 10^{-30} \text{ m}^4, \) and \( r = 0.5 \text{ nm}, \) at \( T = 300 \text{ K} \) the ratio of the three terms in the square brackets

\[ \frac{(Q_1^2/2r^4):(u_1^2/r^6):(3kT\alpha_{01}/r^6)}{} \]

is about 800:3:1. For water, however, because of its large dipole moment \( \mu \) and unusually small polarizability \( \alpha_0 \), the ratio \( u_1^2/3kT\alpha_0 \) is about 20:1, i.e., the permanent-dipole-associated interactions of water always dominate over electronic polarization effects. Note, too, that the effectivity of a dipolar interaction depends on \( u_1^2/r^6 \approx (u/\sigma)^3 \) rather than on the absolute value of the dipole moment. In other words, for a molecule to be considered as highly polar, it must have a high dipole moment per molecular volume and not simply a high \( u \).

5.7 Solvent Effects and 'Excess Polarizabilities'

The interaction between molecules or small particles in a solvent medium can be very different from that of isolated molecules in free space or in a gas. The presence of a suspending medium does more than simply reduce the interaction energy or force by a factor \( e \) or \( e^2 \), as might appear from the Eq. (5.25) and other equations derived earlier. First, the intrinsic dipole moment and polarizability of an isolated gas molecule may be different in the liquid state or when dissolved in a medium. This depends in a complicated way on its interactions with the surrounding solvent and can usually only be found by experiment. Second, as already discussed in Section 2.1, a dissolved molecule can move only by displacing an equal volume of solvent from its path; hence, the polarizability \( \alpha \) in a medium must represent the excess polarizability of a molecule or particle over that of the solvent and must vanish when a dissolved particle has the same properties as the solvent. Qualitatively, we may say that if no electric field is reflected by a particle, it is 'invisible' in the solvent medium and consequently does not experience a force.

The problem of knowing the excess or effective polarizability can be approached by treating a dissolved molecule or a small particle as a separate dielectric medium of a given size and shape. This continuum approach has an obvious advantage since the dielectric constant of a medium is usually known. Accordingly, a molecule \( i \) may be modelled as a dielectric sphere of radius \( a_i \) and dielectric constant \( \varepsilon_i \). Now in a medium of dielectric constant \( \varepsilon \) (Fig. 5.3a), such a dielectric sphere will be polarized by a field \( E \) and acquire an excess dipole moment given by (Landau and Lifshitz, 1963, p. 44)

\[ \mu_{\text{ind}} = 4\pi\varepsilon_0 \varepsilon \left( \frac{\varepsilon_i - \varepsilon}{\varepsilon_i + 2\varepsilon} \right) a_i^3 E \]

so that its effective or excess polarizability in the medium is

\[ \alpha_i = 4\pi\varepsilon_0 \varepsilon \left( \frac{\varepsilon_i - \varepsilon}{\varepsilon_i + 2\varepsilon} \right) a_i^3 = 3\varepsilon_0 \varepsilon \left( \frac{\varepsilon_i - \varepsilon}{\varepsilon_i + 2\varepsilon} \right) a_i, \] (5.26)

where \( v_i = \frac{4}{3}\pi a_i^3 \) is the volume of the molecule or sphere. This equation shows that for a dielectric sphere of high \( \varepsilon_i \) in free space (where \( \varepsilon = 1 \)) its polarizability is roughly \( \alpha_i \approx 4\pi\varepsilon_0 a_i^3 \), as previously found for a simple one-electron atom (Eq. (5.4)). Further, if \( \varepsilon > \varepsilon_i \), the polarizability is negative, implying that the direction of the induced dipole is opposite to that in free space.

If we substitute Eq. (5.26) into Eq. (5.24), we obtain the important result

\[ w(r) = -\left[ \frac{Q_1^2}{8\pi\varepsilon_0 e^4} + \frac{3kT}{r^6} \left( \frac{\varepsilon_i - \varepsilon}{\varepsilon_i + 2\varepsilon} \right) a_i^3 \right] \left( \frac{\varepsilon_2 - \varepsilon}{\varepsilon_2 + 2\varepsilon} \right) a_2^3, \] (5.27)

which allows us to conclude the following:
small molecules, especially when close together. Let us therefore end this chapter by looking into the reasonableness of treating a molecule as if it were a dielectric sphere. From Eq. (5.26) we see that for isolated molecules in the gas phase \( (\varepsilon = 1) \), their total polarizability should be given by

\[
\alpha = \left( \frac{\varepsilon - 1}{\varepsilon + 2} \right) \frac{\varepsilon}{4\pi}
\]

(5.28)

where \( \varepsilon \) is now the static dielectric constant of the molecules, assumed to be the same as that of the condensed state (e.g., the liquid state). Equation (5.28) is known as the Clausius–Mossotti equation.

If we are interested in the electronic polarizability \( \alpha_0 \), then the value of \( \varepsilon \) in Eq. (5.28) is that measured in the visible range of frequencies and equals \( n^2 \), where \( n \) is the refractive index of the medium. Thus, for the electronic polarizability, we may write

\[
\alpha_0 = \left( \frac{n^2 - 1}{n^2 + 2} \right) \frac{\varepsilon}{4\pi}
\]

(5.29)

which is known as the Lorenz–Lorentz equation.

Table 5.2 shows the experimental values for the electronic polarizabilities \( \alpha_0 \) and dipole moments \( u \) of isolated molecules in the gas phase, from which their values of \( \alpha \) may be obtained from Eq. (5.7):

\[
\alpha = \alpha_0 + u^2/3kT
\]

Table 5.2 also shows the polarizabilities \( \alpha_0 \) and \( \alpha \) as calculated from Eqs (5.29) and (5.28) in terms of the purely bulk properties of the liquids: the refractive index \( n \), the dielectric constant \( \varepsilon \), the molecular weight \( M \) and mass density \( \rho \), from which the volume occupied per molecule is given by

\[
v = M/\rho N_0
\]

(5.30)

where \( N_0 \) is Avogadro's constant.

It is evident that for all the molecules listed in Table 5.2 their electronic polarizabilities \( \alpha_0 \) are excellently described by Eq. (5.29). In contrast, the total polarizabilities \( \alpha \) are well described by Eq. (5.28) only for weakly polar molecules such as CHCl₃ and C₆H₅OH. For small highly polar molecules such as H₂O and (CH₃)₂CO, the agreement is not good but improves for progressively larger molecules (cf. CH₃OH → C₂H₅OH → C₆H₅OH and C₆H₅OH) as expected. It is not possible to ascertain whether the lack of agreement for highly polar molecules is due to the inapplicability of Eq.
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The following two diagrams illustrate the properties of liquid chloroform (CHCl₃):

**Fig. 5.4**
- Partition phenomenon:
  - Random particles
  - Evaporate applied heat
  - No lead

Problems and Discussion Topics

van der Waals dispersion forces are present in all phases of matter. The intermolecular attractive forces between molecules are of the London type, which are ineffective at distances larger than the molecular size. However, these forces are applied across a liquid containing large molecules, these forces are effective even at large distances. This is the basis of the London's equation for van der Waals dispersion forces:

\[ \left( \frac{1}{r_0^6} \right) = \frac{1}{r^6} - \frac{1}{r^2} \]

This equation is used for calculating the attractive forces between molecules, even at large distances. However, for small, light polar molecules, we may expect that Eq. (5.28) and Eq. (5.29) can be used, and the dipole moment of the molecule in the liquid state (Eq. 5.28) or a change in dipole moment of the molecule in the liquid state (Eq. 5.29).
### Table 5.2 Molecular polarizabilities as determined from molecular or bulk properties²,⁶

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Polarizability deduced from gas (molecular) properties</th>
<th>Polarizability from condensed phase (continuum) properties</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha ) measured (( \text{CF} ))</td>
<td>( \alpha ) measured (( \text{mol}^{-1} ))</td>
</tr>
<tr>
<td></td>
<td>( \alpha ) (( \text{mol}^{-1} ))</td>
<td>( \alpha ) (( \text{mol}^{-1} ))</td>
</tr>
<tr>
<td>CO₂</td>
<td>Carbon tetrachloride</td>
<td>0.105</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>Benzene</td>
<td>0.103</td>
</tr>
<tr>
<td>CHCl₃</td>
<td>Chloroform</td>
<td>1.06</td>
</tr>
<tr>
<td>H₂O</td>
<td>Water</td>
<td>1.85</td>
</tr>
<tr>
<td>(CH₂)₂CO</td>
<td>Acetone</td>
<td>2.85</td>
</tr>
<tr>
<td>C₂H₅OH</td>
<td>Ethanol</td>
<td>1.69</td>
</tr>
<tr>
<td>n-C₄H₉OH</td>
<td>Hexanol</td>
<td>1.69</td>
</tr>
<tr>
<td>C₆H₅OH</td>
<td>Phenol</td>
<td>1.45</td>
</tr>
</tbody>
</table>

*All values at 20°C unless stated otherwise.
* \( \alpha \) sub electronic polarizability; \( \alpha \) total polarizability.
* \( 1 \text{D} = 3.336 \times 10^{-30} \text{C m}. \)

---

5.3 What does Table 5.2 tell us about the ability of non-polar, polar, and hydrogen bonding molecules to raise the mobility of individual molecules in the gas phase compared to their mobility in the condensed phase? Do polar or non-polar molecules have a greater mobility in the gas phase compared to their mobility in the condensed phase? 

5.4 The following room temperature properties of liquid chloroform (CHCl₃) and ethanol (C₂H₅OH) are given in Table 5.2: electron polarizability \( \alpha \), dipole moment \( \mu \), and density \( \rho \). Assuming that none of these changes with temperature, calculate the dielectric constant of liquid chloroform at 20°C and ethanol at 25°C. Compare these values with those measured at 20°C and 25°C. What would you expect the measured values at 4.8 °C and 8.2 °C? 

5.5 When an electric field is applied across a liquid containing large colloidal particles it is found that, in addition to the London forces, dipole-dipole interactions act between the particles. Explain why the Beadon-Walls model (Section 5.3) is not applicable in this case, and suggest a more reliable interaction potential for the forces involved.

---

PROBLEMS AND DISCUSSION TOPICS

5.21 Describe the energy required to remove an electron from a molecule or atom. How does this energy vary with the atomic number? 

5.22 How do the electronic polarizabilities of molecules in the gas state compare with those in the condensed state? How do these polarizabilities compare with the London dispersion forces? 

5.23 Discuss the relative importance of London dispersion forces and electrostatic forces in determining the interactions between molecules.

However, we may safely conclude that Eq. (5.23) and (5.29) are the only reliable equations for determining the polarizabilities of our very small highly molecular molecules and we may expect that Eq. (5.20) is the most accurate for the small molecules.
5.5 According to the Debye–Langevin and Clausius–Mossotti equations (Sections 5.2 and 5.7) a high dielectric constant arises for molecules with large dipole moments. This appears to be the case for water. However, when water freezes the dielectric constant of crystalline ice is actually higher than that of the liquid, even though one would expect a substantial decrease due to the restricted rotation of the now frozen molecules. Does this mean that another polarization mechanism must be operating with water (other than the electronic and rotating dipole mechanisms described in this chapter)? If so, propose a physically realistic theory for this phenomenon.

CHAPTER 6

VAN DER WAALS FORCES

6.1 ORIGIN OF THE VAN DER WAALS DISPERSION FORCE BETWEEN NEUTRAL MOLECULES: THE LONDON EQUATION

The various types of physical forces so far described are fairly easy to understand since they arise from straightforward electrostatic interactions involving charged or dipolar molecules. But there is a further type of force, which—like the gravitational force—acts between all atoms and molecules, even totally neutral ones such as helium, carbon dioxide and hydrocarbons. These forces have been variously known as dispersion forces, London forces, charge-fluctuation forces, electrodynamic forces, and induced-dipole–induced-dipole forces. We shall refer to them as dispersion forces since it is by this name that they are most widely known. The origin of this name has to do with their relation to the dispersion of light in the visible and UV regions of the spectrum, as we shall see. The literature on this subject is quite voluminous, and the reader is referred to books and reviews by London (1937), Hirschfelder et al. (1954), Moelwyn-Hughes (1961), Margenau and Kestner (1971), Israelachvili and Tabor (1973), Israelachvili (1974), and Mahanty and Ninham (1976).

Dispersion forces make up the third and perhaps most important contribution to the total van der Waals force between atoms and molecules, and because they are always present (in contrast to the other types of forces that may or may not be present depending on the properties of the molecules) they play a role in a host of important phenomena such as adhesion, surface tension, physical adsorption, wetting, the properties of gases, liquids and thin films, the strengths of solids, the flocculation of particles in liquids, and the structures of condensed macromolecules such as proteins and polymers. Their main features may be summarized as follows:

(1) They are long-range forces and, depending on the situation, can be effective from large distances (greater than 10 nm) down to interatomic spacings (about 0.2 nm).
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Dispersion forces make up the third and perhaps most important contribution to the total van der Waals force between atoms and molecules, and because they are always present (in contrast to the other types of forces that may or may not be present depending on the properties of the molecules) they play a role in a host of important phenomena such as adhesion, surface tension, physical adsorption, wetting, the properties of gases, liquids and thin films, the strengths of solids, the flocculation of particles in liquids, and the structures of condensed macromolecules such as proteins and polymers. Their main features may be summarized as follows:

(1) They are long-range forces and, depending on the situation, can be effective from large distances (greater than 10 nm) down to interatomic spacings (about 0.2 nm).
(2) These forces may be repulsive or attractive, and in general the dispersion force between two molecules or large particles does not follow a simple power law.

(3) Dispersion forces not only bring molecules together but also tend to mutually align or orient them, though this orienting effect is usually weak.

(4) The dispersion interaction of two bodies is affected by the presence of other bodies nearby. This is known as the non-additivity of an interaction.

Dispersion forces are quantum mechanical in origin and amenable to a host of theoretical treatments of varying complexity, the most rigorous of which would take us into the world of quantum electrodynamics. Their origin may be understood intuitively as follows: for a non-polar atom such as helium, the time average of its dipole moment is zero, yet at any instant there exists a finite dipole moment given by the instantaneous positions of the electrons about the nuclear protons. This instantaneous dipole generates an electric field that polarizes any nearby neutral atom, inducing a dipole moment in it. The resulting interaction between the two dipoles gives rise to an instantaneous attractive force between the two atoms, and the time average of this force is finite. For a simple semiquantitative understanding of how these forces arise, let us consider the following model, based on the interaction between two Bohr atoms.

In the Bohr atom an electron is pictured as orbiting around a proton. The smallest distance between the electron and proton is known as the first Bohr radius $a_0$ and is the radius at which the Coulomb energy $e^2/4\pi\varepsilon_0 a_0$ is equal to $2\hbar$, that is,

$$a_0 = e^2/2(4\pi\varepsilon_0)\hbar v = 0.053 \text{ nm}, \quad (6.1)$$

where $\hbar$ is the Planck constant and $v$ the orbiting frequency of the electron. For a Bohr atom, $v = 3.3 \times 10^{15} \text{ s}^{-1}$, so that $\hbar v = 2.2 \times 10^{-18} \text{ J}$. This is the energy of an electron in the first Bohr radius and is equal to the energy needed to ionize the atom—the first ionization potential, $I$.

The Bohr atom has no permanent dipole moment. However, at any instant there exists an instantaneous dipole of moment

$$u = a_0 e$$

whose field will polarize a nearby neutral atom giving rise to an attractive interaction that is entirely analogous to the dipole-induced dipole interaction discussed in Chapter 5. The energy of this interaction in vacuum will therefore be given by Eq. (5.22) as

$$w(r) = -u^2 a_0^2/(4\pi\varepsilon_0)^2 r^6 = -(a_0 e)^2 a_0^2/(4\pi\varepsilon_0)^2 r^6,$$

where $a_0$ is the electronic polarizability of the second Bohr atom, which from Eq. (5.4) is approximately $4\pi\varepsilon_0 a_0^2$. Using this expression for $a_0$ and Eq. (6.1) for $a_0$, we immediately find that the above interaction energy can be written as

$$w(r) \approx -a_0^2 \hbar v/(4\pi\varepsilon_0)^2 r^6. \quad (6.2)$$

Except for a numerical factor, Eq. (6.2) is the same as that derived by London in 1930 using quantum mechanical perturbation theory. London's famous expression for the dispersion interaction energy between two identical atoms or molecules is (London, 1937)

$$w(r) = -\frac{C_{\text{disp}}}{r^6} = -\frac{1}{2} a_0^2 \hbar v/(4\pi\varepsilon_0)^2 r^6 = \frac{1}{2} a_0^2 I/(4\pi\varepsilon_0)^2 r^6, \quad (6.3)$$

and for two dissimilar atoms,

$$w(r) = \frac{1}{2} \frac{a_0_1 a_0_2}{(4\pi\varepsilon_0)^2} \frac{h v_1 v_2}{(v_1 + v_2)} = \frac{1}{2} \frac{a_0_1 a_0_2}{(4\pi\varepsilon_0)^2} \frac{I_1 I_2}{(I_1 + I_2)}. \quad (6.4)$$

London's equation has since been superseded by more exact, though more complicated expressions (see Section 6.5), but it can be relied upon to give fairly accurate values, though these are usually lower than more rigorously determined ones.

From the above simple model we see that while dispersion forces are quantum mechanical (in determining the instantaneous, but fluctuating, dipole moments of neutral atoms), the ensuing interaction is still essentially electrostatic—a sort of quantum mechanical polarization force. And we may further note that the $1/r^6$ distance dependence is the same as that for the other two polarization interactions (the Keesom and Debye forces) that contribute to the net van der Waals force, discussed in Section 5.6. But before we consider these three interactions collectively let us first investigate the nature of dispersion forces.

### 6.2 Strength of dispersion forces: van der Waals solids and liquids

To estimate the strength of the dispersion energy, we may consider two atoms or small molecules with $a_0/4\pi\varepsilon_0 \approx 1.5 \times 10^{-30} \text{ m}^3$ and $I = \hbar v \approx$
be given by Eq. (5.22) as

$$w(r) = -u^2 a_0/(4\pi\varepsilon_0)^2 r^6 = -(a_0 e)^2 a_0/(4\pi\varepsilon_0)^2 r^6,$$

where \(a_0\) is the electronic polarizability of the second Bohr atom, which from Eq. (5.4) is approximately \(4\pi\varepsilon_0 a_0^2\). Using this expression for \(a_0\) and Eq. (6.1) for \(a_0\), we immediately find that the above interaction energy can be written as

$$w(r) \approx -a_0^2 h\nu/(4\pi\varepsilon_0)^2 r^6.$$  \hspace{1cm} (6.2)

Except for a numerical factor, Eq. (6.2) is the same as that derived by London in 1930 using quantum mechanical perturbation theory. London's famous expression for the dispersion interaction energy between two identical atoms or molecules is (London, 1937)

$$w(r) = -\frac{C_{\text{disp}}}{r^6} = -\frac{3}{2} a_0^2 h\nu/(4\pi\varepsilon_0)^2 r^6 = -\frac{1}{2} a_0^2 I/(4\pi\varepsilon_0)^2 r^6,$$  \hspace{1cm} (6.3)

and for two dissimilar atoms,

$$w(r) = -\frac{3}{2} \frac{a_{01} a_{02}}{(4\pi\varepsilon_0)^2 r^6} \frac{\nu_1 \nu_2}{(v_1 + v_2)} = -\frac{3}{2} \frac{a_{01} a_{02}}{(4\pi\varepsilon_0)^2 r^6} \frac{I_1 I_2}{(I_1 + I_2)}.$$  \hspace{1cm} (6.4)

London's equation has since been superseded by more exact, though more complicated expressions (see Section 6.5), but it can be relied upon to give fairly accurate values, though these are usually lower than more rigorously determined ones.

From the above simple model we see that while dispersion forces are quantum mechanical (in determining the instantaneous, but fluctuating, dipole moments of neutral atoms), the ensuing interaction is still essentially electrostatic—a sort of quantum mechanical polarization force. And we may further note that the \(1/r^6\) distance dependence is the same as that for the other two polarization interactions (the Keesom and Debye forces) that contribute to the net van der Waals force, discussed in Section 5.6. But before we consider these three interactions collectively let us first investigate the nature of dispersion forces.

### 6.2 Strength of Dispersion Forces: Van der Waals Solids and Liquids

To estimate the strength of the dispersion energy, we may consider two atoms or small molecules with \(a_0/4\pi\varepsilon_0 \approx 1.5 \times 10^{-30} \text{ m}^3\) and \(\nu = h\nu \approx \)
where $\sigma$ is now the equilibrium interatomic distance in the solid. Thus, for argon, since $\sigma_{\text{Ar}}(4s_{2s}) = 1.63 \times 10^{-8}$ m, $I = h\sigma_{\text{Ar}} = 2.22 \times 10^{-8}$ a.u.

$$U \approx 7.22 \frac{2.22 \times 10^{-8}}{4 \pi (4s_{2s})^2}$$

(65)

These two opposing effects partially cancel each other so that the final results look more impressive than they deserve.

Table 6.1 Strength of dispersion interaction between spherical non-polar molecules

<table>
<thead>
<tr>
<th>Interacting molecules</th>
<th>Molecular diameter $d$ (nm)</th>
<th>Polarity $a_{2p}^a$ (10^{-19} m²)</th>
<th>Ionization potential $I = h\sigma_{2s}$ (a.u.)</th>
<th>Measured from gas law (Eq. 6.3)</th>
<th>Theoretical (Eq. 6.3)</th>
<th>Measured (approx.)</th>
<th>Theoretical $E_{\text{coh}}$ (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne-Ne</td>
<td>0.30</td>
<td>0.39</td>
<td>21.6</td>
<td>3.8</td>
<td>3.8</td>
<td>2.1</td>
<td>22</td>
</tr>
<tr>
<td>Ar-Ne</td>
<td>0.37</td>
<td>1.63</td>
<td>15.8</td>
<td>10.2</td>
<td>10.2</td>
<td>9.8</td>
<td>112</td>
</tr>
<tr>
<td>CH₄-CH₄</td>
<td>0.40</td>
<td>2.60</td>
<td>12.6</td>
<td>10.9</td>
<td>10.9</td>
<td>9.8</td>
<td>112</td>
</tr>
<tr>
<td>Xe-Xe</td>
<td>0.43</td>
<td>4.01</td>
<td>12.1</td>
<td>15.6</td>
<td>15.8</td>
<td>14.9</td>
<td>165</td>
</tr>
<tr>
<td>CCl₄-CO₂</td>
<td>0.55</td>
<td>10.5</td>
<td>11.5</td>
<td>23.9</td>
<td>23.9</td>
<td>23.6</td>
<td>350</td>
</tr>
</tbody>
</table>

Notes:
- *van der Waals constants $a$ and $b$ taken from the Handbook of Chemistry and Physics, CRC Press, 56th ed.
- $1$ a.u. $= 1.602 \times 10^{-19}$ m².
- As an example of the reliability of the approximate equation for $C_{\text{mp}}$, Eqs. (6.3) and (6.14), the most recent ab initio calculation for CH₄ (Fowler et al., 1989) gives $113 \times 10^{-20}$ m⁴, which is about 10% lower than the theoretical value given here. The most reliable experimental value, based on a number of different types of measurements (Thomas and Heath, 1977), is $C_{\text{mp}} = 124 \times 10^{-20}$ m⁴, which is about 20% higher than the value given here.
The two opposing effects partially cancel each other so that the final results look more impressive than they deserve.

The very short-range stabilizing distance at contact by up to 50%, and (ii) other attractive forces, such as rise from other absorption frequencies and fluctuating quadrupole moments, which can lower the final binding energy (Chapter 7), that can stabilize.

where $Q$ is now the equilibrium interatomic distance in the solid. Thus for argon, since $Q_{A-A}/Q_{A-A} = 0.63 \times 10^{-10} \text{ m}^3$, $L/h = 2.52 \times 10^{-14}$ $\text{m}$. This may be compared with the latent heat of melting plus vaporization of argon of 77.9 $\text{kJ} \cdot \text{mol}^{-1}$.

Table 6.1 shows the calculated and experimental values for the cohesive energy $U$ of a number of van der Waals compounds. The good agreement obtained is to some extent fortuitous since the computed values neglect the attractive forces and fluctuating quadrupole moments.

For spherical solid, the van der Waals solids form such as high-energy and close-packed structures with 12 nearest neighbors per molecule. The lattice energy (12 shared "bonds" per molecule), the formation of which is taken into account, is included in the factor of six used in Table 6.1.

The solids are held together by dispersion forces, but they are characterized by low melting points and low latent heats of melting. Some of the solid molecules, such as argon and many other noble gases, are held together by attractive forces but have no means of stable, well-ordered arrangement in space and are very anharmonic. The attractive forces are largely of the London dispersion type. On the other hand, solids such as argon and many other noble gases, are held together by attractive forces but have no means of stable, well-ordered arrangement in space and are very anharmonic.

Table 6.1 Strength of dispersion interaction between spherical non-polar molecules

<table>
<thead>
<tr>
<th>Interacting molecules</th>
<th>Molecular diameter $d$ (nm)</th>
<th>Polarizability $\beta$ ($10^{-24} \text{ m}^3$)</th>
<th>Ionization potential $I$ (eV)</th>
<th>Measured measured $U$ (kJ mol$^{-1}$)</th>
<th>Measured $L_0 + L_1$ (kJ mol$^{-1}$)</th>
<th>Measured $U$ (kJ mol$^{-1}$)</th>
<th>Boiling point $T_b$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne-Ne</td>
<td>0.308</td>
<td>0.29</td>
<td>21.8</td>
<td>3.0</td>
<td>2.0</td>
<td>2.1</td>
<td>22</td>
</tr>
<tr>
<td>Ar-Ar</td>
<td>0.376</td>
<td>0.63</td>
<td>15.8</td>
<td>3.0</td>
<td>2.0</td>
<td>2.1</td>
<td>22</td>
</tr>
<tr>
<td>CH$_4$-CH$_4$</td>
<td>0.900</td>
<td>2.60</td>
<td>12.6</td>
<td>102$^a$</td>
<td>101$^a$</td>
<td>7.7</td>
<td>85</td>
</tr>
<tr>
<td>Xe-Xe</td>
<td>0.432</td>
<td>4.01</td>
<td>12.1</td>
<td>123</td>
<td>122</td>
<td>10.9</td>
<td>98</td>
</tr>
<tr>
<td>CO$_2$-CO$_2$</td>
<td>0.550</td>
<td>10.5</td>
<td>11.5</td>
<td>1520</td>
<td>2960</td>
<td>3.9</td>
<td>265</td>
</tr>
</tbody>
</table>

*van der Waals constants a and b taken from the Handbook of Chemistry and Physics, CRC Press, 5th ed. $^1$ 1 eV = $1.602 \times 10^{-19} \text{J}$

As an example of the reliability of the approximate equation for $C_{60}$, Eqs. (6.3) and (6.14) for CH$_4$ (Fowler et al., 1989) gives $113 \times 10^{-24} \text{ m}^3$, which is about 10% lower than the theoretical value given here. The most reliable experimental value, based on a number of different types of measurements (Thomas and Meath, 1971), is $C_{60} = 124 \times 10^{-24} \text{ m}^3$, which is about 25% higher than the value given here.
**WORKED EXAMPLE**

**Question:** Many atoms or small molecules have ionization potentials $I$ close to $2 \times 10^{-18}$ J. If their polarizability can be modelled in terms of the Bohr atom (Section 6.1) show that the strength of a typical van der Waals 'bond' is always approximately a few $kT$ at room temperature, irrespective of the size or polarizability of the molecules.

**Answer:**

- The strength of a van der Waals bond is given by $w(r)$ at a separation $r = 2a$, where $a$ is the molecular radius. From the Bohr atom model of polarizability $\alpha = 4\pi\varepsilon_0 a^2$, so that putting $r = 2a$ into the London equation, Eq. (6.3), we obtain $w(r = 2a) \approx \frac{1}{2} \alpha^2 / (2a)^4 \approx \frac{1}{2} (1/64) \approx \frac{1}{4}$ ($2 \times 10^{-18}/64 \approx 2 \times 10^{-20}$ J), which is a few $kT$ and is independent of $a$ or $\alpha$.

For larger spherical molecules, with diameters greater than about 0.5 nm, the simple London equation can no longer be used. Clearly, as molecules grow in size their centre-to-centre distance ceases to have any significance as regards the strength of the cohesion energy. This is because the dispersion force no longer acts between the centres of the molecules, but between the centres of electronic polarization within each molecule, which, as we saw in Chapter 5, are located at the covalent bonds. Thus, for CCl$_4$, the calculated value for the cohesion energy is too small (Table 6.1) because the distance between the polarizable electrons of the two molecules is now significantly less than the equilibrium intermolecular separation of 0.55 nm. In Chapter 11 we shall investigate the interactions between spheres and particles whose radii are much larger than interatomic spacings.

Likewise, the simple London equation or Eq. (6.5) cannot be applied to asymmetric (non-spherical) molecules such as alkanes, polymers, and cyclic or planar molecules. To compute the binding energies within or between such complex molecules the molecular packing in the solid or liquid must be known (which, of course, transforms any theoretical endeavour from the predictive to the confirmatory), and the different contributions arising from different parts of the molecules must be considered separately. Under such conditions the exact dispersion interaction is difficult to compute, but some simplifying assumptions can often be made to arrive at reasonable working models. Let us consider one such model for normal alkanes, of general formula CH$_3$-(CH$_2$)$_n$-CH$_3$, where each molecule may be considered as a cylinder of diameter $\sigma = 0.40$ nm composed of CH$_2$ groups spaced linearly at intervals of $l = 0.127$ nm, corresponding to the normal CH$_2$-CH$_2$ distance along an alkane chain. If we now consider one such molecule surrounded by six close-packed neighbouring cylinders, we may sum the dispersion energy of any one CH$_2$ group in the central molecule with all the CH$_2$ groups in the six surrounding molecules (similar to the lattice sum carried out in Section 3.4 for the ionic lattice energy). Thus, there will be six CH$_2$ groups at $r = \sigma$, 12 at $r = [\sigma^2 + l^2]^{1/2}$, 12 at $r = [\sigma^2 + (2l)^2]^{1/2}$, and so on. The molar cohesive energy per CH$_2$ group will therefore be given by the following rapidly converging series:

$$U = \frac{3a^2}{4(4\pi\varepsilon_0)^3} \left[ \frac{6}{\sigma^6} + \frac{12}{(\sigma^2 + l^2)^3} + \frac{12}{(\sigma^2 + (2l)^2)^3} + \cdots \right] \frac{N}{2}. \tag{6.6}$$

Now for CH$_2$ groups, $a^2/4\pi\varepsilon_0 = 1.84 \times 10^{-30}$ m$^3$, and $hv = 1.67 \times 10^{-18}$ J, so that we obtain

$$U \approx 6.9 \text{ kJ mol}^{-1} \text{ per CH}_2 \text{ group.} \tag{6.7}$$

Table 6.2 shows the experimental values for the latent heats of melting plus vaporization of alkanes together with the computed values based on Eq. (6.7). Experimentally, it is found that for straight chained alcohols, carboxylic acids, amides, esters, etc., the cohesive energy increases by between 6 and 7.5 kJ mol$^{-1}$ per added CH$_2$ group. These good agreements between theory and experiment show two important aspects of dispersion forces: their non-directionality and near-additivity, though for interactions across a medium the dispersion force can be very non-additive (see Sections 6.6 and 6.8).
Question: Many atoms or small molecules have ionization potentials $I$ close to $2 \times 10^{-18}$ J. If their polarizability can be modelled in terms of the Bohr atom (Section 6.1) show that the strength of a typical van der Waals bond is always approximately a few $kT$ at room temperature, irrespective of the size or polarizability of the molecules.

Answer:
- The strength of a van der Waals bond is given by $w(r)$ at a separation $r = 2a$, where $a$ is the molecular radius. From the Bohr atom model of polarizability $\alpha = 4\pi a^3$, so that putting $r = 2a$ into the London equation, Eq. (6.3), we obtain $w(r = 2a) \approx \frac{1}{2} a^3 I/(2a)^6 \approx \frac{1}{2} (1/64) \approx 2 \times 10^{-18}$ J, which is a few $kT$ and is independent of $a$ or $a$.

For larger spherical molecules, with diameters greater than about 0.5 nm, the simple London equation can no longer be used. Clearly, as molecules grow in size their centre-to-centre distance ceases to have any significance as regards the strength of the cohesion energy. This is because the dispersion force no longer acts between the centres of the molecules, but between the centres of electronic polarization within each molecule, which, as we saw in Chapter 5, are located at the covalent bonds. Thus, for CCl₄, the calculated value for the cohesion energy is too small (Table 6.1) because the distance between the polarizable electrons of the two molecules is now significantly less than the equilibrium intermolecular separation of 0.55 nm. In Chapter 11 we shall investigate the interactions between spheres and particles whose radii are much larger than interatomic spacings.

Likewise, the simple London equation or Eq. (6.5) cannot be applied to asymmetric (non-spherical) molecules such as alkanes, polymers, and cyclic or planar molecules. To compute the binding energies within or between such complex molecules the molecular packing in the solid or liquid must be known (which, of course, transforms any theoretical endeavour from the predictive to the confirmatory), and the different contributions arising from different parts of the molecules must be considered separately. Under such conditions the exact dispersion interaction is difficult to compute, but some approximating assumptions can often be made to arrive at reasonable working models. Let us consider one such model for normal alkanes, of general formula $\text{CH}_3(\text{CH}_2)_n\text{CH}_3$, where each molecule may be considered as a cylinder of diameter $\sigma = 0.40$ nm composed of CH₂ groups spaced linearly at intervals of $l = 0.127$ nm, corresponding to the normal CH₂-CH₂ distance along an alkane chain. If we now consider one such molecule surrounded by six close-packed neighbouring cylinders, we may sum the dispersion energy of any one CH₂ group in the central molecule with all the CH₂ groups in the six surrounding molecules (similar to the lattice sum carried out in Section 3.4 for the ionic lattice energy). Thus, there will be six CH₂ groups at $r = \sigma$, 12 at $r = [\sigma^2 + l^2]^{1/2}$, 12 at $r = [\sigma^2 + (2l)^2]^{1/2}$, and so on. The molar cohesive energy per CH₂ group will therefore be given by the following rapidly converging series:

$$U = \frac{3a^2}{4(4\pi\varepsilon_0)^3} \left[ \frac{6}{\sigma^6} + \frac{12}{(\sigma^2 + l^2)^{1/2}} + \frac{12}{(\sigma^2 + (2l)^2)^{1/2}} + \cdots \right] N_0 \frac{N_0}{2}. \quad (6.6)$$

Now for CH₂ groups, $a_0/4\pi\varepsilon_0 = 1.84 \times 10^{-30}$ m³, and $h\nu = 1.67 \times 10^{-18}$ J, so that we obtain

$$U \approx 6.9 \text{ kJ mol}^{-1} \text{ per CH}_2 \text{ group}. \quad (6.7)$$

Table 6.2 shows the experimental values for the latent heats of melting plus vaporization of alkanes together with the computed values based on Eq. (6.7). Experimentally, it is found that for straight chained alcohols, carboxylic acids, amides, esters, etc., the cohesive energy increases by between 6 and 7.5 kJ mol⁻¹ per added CH₂ group. These good agreements between theory and experiment show two important aspects of dispersion forces: their non-directionality and near-additivity, though for interactions across a medium the dispersion force can be very non-additive (see Sections 6.6 and 6.8).
6.3 VAN DER WAALS EQUATION OF STATE

Let us now see how the van der Waals interaction potential between two molecules can be related to the constants \( a \) and \( b \) in the van der Waals equation of state

\[
(P + a/V^2)(V - b) = RT. \tag{6.8}
\]

We shall consider the molecules to be hard spheres of diameters \( \sigma \), whose pair interaction energy is given by

\[
w(r) = \begin{cases} 
-\frac{3a^2}{2} \frac{h}{(4\pi\varepsilon_0)^{3/2}} r^{-6}, & r > \sigma, \\
\infty, & r < \sigma.
\end{cases} \tag{6.9}
\]

In Section 2.3 we found that the constant \( a \) is given by

\[a = 2\pi C/((n - 3)\sigma^{n-3}) = \frac{2\pi C}{3\sigma^3} \quad \text{for} \quad n = 6.
\]

This value, however, was derived for the case where the van der Waals equation was expressed in terms of molecular parameters (Eq. (2.10)): \((P + a/v^3)(v - b) = kT\). Since \( V = V/N_0 \) we see that when \( V \) is the molar volume of the gas then

\[a = 2\pi N_0^3 C/3\sigma^3. \tag{6.10}
\]

The London dispersion force coefficient \( C \) is therefore related to the van der Waals constant \( a \) by

\[C = 3\sigma^3 a/2\pi N_0^2. \tag{6.11}
\]

The constant \( b \) is obtained from the volume unavailable for the molecules to move in, the ‘excluded volume’ per molecule. Since one molecule cannot approach closer than \( \sigma \) to another, the excluded volume for the pair is \( \frac{4}{3}\pi\sigma^3 \), or \( \frac{4}{3}\pi\sigma^3 \) per molecule as previously derived in Section 2.3. Thus,

\[b = \frac{4}{3}\pi N_0 \sigma^3 \tag{6.12}
\]

per mole, which is four times the molar volume of the molecules. The molecular diameter is therefore given by

\[\sigma = (3b/2\pi N_0)^{1/3}. \tag{6.13}
\]

Combining the above with Eq. (6.11) we finally obtain for the interaction constant:

\[C = 9ab/4\pi^2 N_0^2 = 1.05 \times 10^{-76} \text{ ab J m}^6, \tag{6.14}
\]

where \( a \) is in \( \text{dm}^6 \text{atm mol}^{-2} \) and \( b \) in \( \text{dm}^3 \text{mol}^{-1} \). For example, for methane, \( \text{CH}_4 \), the experimental values are \( a = 2.25 \text{ dm}^6 \text{atm mol}^{-2} \), and \( b = 0.0428 \text{ dm}^3 \text{mol}^{-1} \), giving \( C = 101 \times 10^{-79} \text{ J m}^6 \), which is in remarkably good agreement with the value for \( C \) of \( 3a^2 h/(4\pi\varepsilon_0)^2 \) = \( 102 \times 10^{-79} \text{ J m}^6 \) calculated on the basis of the London equation. Table 6.1 also shows how good this agreement is for the other molecules listed, except for the largest molecule \( \text{CCl}_4 \), which, as already discussed, must have a stronger interaction than can be accounted for by applying the London equation between molecular centres.

For molecules constrained to interact on a surface, as occurs on adsorption and in surface monolayers, there is an analogous equation to the van der Waals equation of state. This two-dimensional analogue may be written as

\[(\Pi + a/A^3)(A - b) = RT, \tag{6.15}
\]

where \( \Pi \) is the external surface pressure (in \( \text{N m}^{-1} \)), \( A \) the area, and \( a \) and \( b \) are constants as before. It is easy to verify that for an intermolecular pair potential of the form \( w(r) = -C/r^6 \), the constants \( a \) and \( b \) now become

\[a = \pi CN_0^2/4\sigma^4, \quad b = \frac{1}{2}\pi N_0 \sigma^2. \tag{6.16}
\]

6.4 GAS–LIQUID AND LIQUID–SOLID PHASE TRANSITIONS

Both the three-dimensional and two-dimensional van der Waals equations of state can be applied to more complex systems, for example, to the interactions of small colloidal particles in a liquid and to the interactions of surfactant molecules on the surface of water or at an oil–water interface (Pallas and Pethica, 1985, 1987). Both equations predict the existence of a gas–liquid coexistence regime at some particular pressure so long as \( T \) is below the critical temperature. This first-order gas–liquid phase transition is primarily due to the attractive forces between the molecules or particles.
6.3 VAN DER WAALS EQUATION OF STATE

Let us now see how the van der Waals interaction potential between two molecules can be related to the constants \( a \) and \( b \) in the van der Waals equation of state

\[
(P + a/V^2)(V - b) = RT.
\]  \( (6.8) \)

We shall consider the molecules to be hard spheres of diameters \( \sigma \), whose pair interaction energy is given by

\[
w(r) = \begin{cases} 
\frac{3\alpha^2}{4\pi \varepsilon_0} \frac{1}{r^6} & \text{for } r > \sigma, \\
\alpha & \text{for } r < \sigma.
\end{cases}
\]  \( (6.9) \)

In Section 2.3 we found that the constant \( a \) is given by

\[
a = 2\pi C/(n - 3)\sigma^{-3} = 2\pi C/3\sigma^3.
\]  \( \text{for } n = 6. \)

This value, however, was derived for the case where the van der Waals equation was expressed in terms of molecular parameters (Eq. (2.10)): \((P + a/\rho^2)(\rho - b) = kT\). Since \( \rho = V/N_0 \) we see that when \( V \) is the molar volume of the gas then

\[
a = 2\pi N_0^2 C/3\sigma^3.
\]  \( (6.10) \)

The London dispersion force coefficient \( C \) is therefore related to the van der Waals constant \( a \) by

\[
C = 3\sigma^3 a/2\pi N_0^2.
\]  \( (6.11) \)

The constant \( b \) is obtained from the volume unavailable for the molecules to move in, the 'excluded volume' per mole. Since one molecule cannot approach closer than \( \sigma \) to another, the excluded volume for the pair is \( \frac{4}{3}\pi \sigma^3 \), or \( \frac{2}{3}\pi \sigma^3 \) per molecule as previously derived in Section 2.3. Thus,

\[
b = \frac{2}{3}\pi N_0 \sigma^3
\]  \( (6.12) \)

Per mole, which is four times the molar volume of the molecules. The molecular diameter is therefore given by

\[\sigma = (3b/2\pi N_0)^{1/3}.\]  \( (6.13) \)

Combining the above with Eq. (6.11) we finally obtain for the interaction constant:

\[C = 9ab/4\pi^2 N_0^2 = 1.05 \times 10^{-76} \text{ Ab J m}^6,\]  \( (6.14) \)

where \( a \) is in dm\(^6\) atm mol\(^{-2}\) and \( b \) in dm\(^3\) mol\(^{-1}\). For example, for methane, \( \text{CH}_4 \), the experimental values are \( a = 2.25 \text{ dm}^6 \text{ atm mol}^{-2} \), and \( b = 0.0428 \text{ dm}^3 \text{ mol}^{-1} \), giving \( C = 101 \times 10^{-79} \text{ J m}^6 \), which is in remarkably good agreement with the value for \( C \) of \( 3\alpha^2/4\pi \varepsilon_0 \)^2 \( = 102 \times 10^{-79} \text{ J m}^6 \) calculated on the basis of the London equation. Table 6.1 also shows how good this agreement is for the other molecules listed, except for the largest molecule \( \text{CCl}_4 \), which, as already discussed, must have a stronger interaction than can be accounted for by applying the London equation between molecular centres.

For molecules constrained to interact on a surface, as occurs on adsorption and in surface monolayers, there is an analogous equation to the van der Waals equation of state. This two-dimensional analogue may be written as

\[
(\Pi + a/A^2)(A - b) = RT,
\]  \( (6.15) \)

where \( \Pi \) is the external surface pressure (in N m\(^{-1}\)), \( A \) the area, and \( a \) and \( b \) are constants as before. It is easy to verify that for an intermolecular pair potential of the form \( w(r) = -C/r^6 \), the constants \( a \) and \( b \) now become

\[
a = \pi CN_0^2/4\sigma^4, \quad b = \frac{1}{3}\pi N_0 \sigma^2.
\]  \( (6.16) \)

6.4 GAS–LIQUID AND LIQUID–SOLID PHASE TRANSITIONS

Both the three-dimensional and two-dimensional van der Waals equations of state can be applied to more complex systems, for example, to the interactions of small colloidal particles in a liquid and to the interactions of surfactant molecules on the surface of water or at an oil–water interface (Pallas and Pethica, 1985, 1987). Both equations predict the existence of a gas–liquid coexistence regime at some particular pressure so long as \( T \) is below the critical temperature. This first-order gas–liquid phase transition is primarily due to the attractive forces between the molecules or particles.
For molecules or particles that interact as hard spheres, or between which there is a purely repulsive force, the constant $a$ in Eqs. (6.8) and (6.15) becomes zero or negative. The resulting equations then predict a monotonic decrease of $V$ with $P$, or $A$ with $\Pi$, with no gas-to-liquid transition (i.e., no boiling temperature). However, at sufficiently high pressures where the density approaches the close-packing density there is always a liquid-to-solid transition from a disordered (liquid) state to an ordered crystalline (solid) state. This type of transition can arise even in the absence of any attractive forces, when it is known as an Alder transition (Alder et al., 1968). Alder transitions are intimately related to the excluded volume and geometry of molecules or particles, and arise because the only way these can get closer together is by going from a disordered or random liquid-like configuration to an ordered solid-like one (Fig. 6.1). The different roles played by attractive and repulsive forces, and of molecular shape, in determining the melting and boiling points of substances is further discussed in Section 7.4.

6.5 Van der Waals Between Polar Molecules

Three distinct types of force contribute to the total long-range interaction between polar molecules, collectively known as the van der Waals force:
forces, when it is known as an Alder transition (Alder et al., 1968). Alder transitions are intimately related to the excluded volume and geometry of molecules or particles, and arise because the only way these can get closer together is by going from a disordered or random liquid-like configuration to an ordered solid-like one (Fig. 6.1). The different roles played by attractive and repulsive forces, and of molecular shape, in determining the melting and boiling points of substances is further discussed in Section 7.4.

6.5 VAN DER WAALS BETWEEN POLAR MOLECULES

Three distinct types of force contribute to the total long-range interaction between polar molecules, collectively known as the van der Waals force:
Table 6.3 Induction, orientation, and dispersion free energy contributions to the total van der Waals energy in vacuum for various pairs of molecules at 293 K

<table>
<thead>
<tr>
<th>Interacting molecules</th>
<th>Electronic polarizability ( \alpha_p ) ( \times 10^{-20} \text{m}^2 )</th>
<th>Permanent dipole moment ( \mu ) ( \text{D} )</th>
<th>Ionization potential ( I ) ( \text{eV} )</th>
<th>Total vdW energy ( C_{\text{vdW}} ) ( \text{J mol}^{-1} )</th>
<th>Dispersion energy contribution to total ( \text{(theoretical)} ) ( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne–Ne</td>
<td>0.39</td>
<td>0</td>
<td>21.6</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>CH₂–CH₂</td>
<td>5.61</td>
<td>0.78</td>
<td>11.6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>HCl–HCl</td>
<td>2.63</td>
<td>1.08</td>
<td>12.7</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>HB–HB</td>
<td>4.44</td>
<td>0.38</td>
<td>10.4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>CH₃Cl–CH₃Cl</td>
<td>4.56</td>
<td>1.87</td>
<td>11.3</td>
<td>19</td>
<td>101</td>
</tr>
<tr>
<td>NH₃–NH₃</td>
<td>2.26</td>
<td>1.47</td>
<td>10.2</td>
<td>10</td>
<td>38</td>
</tr>
<tr>
<td>H₂O–H₂O</td>
<td>1.48</td>
<td>1.85</td>
<td>12.6</td>
<td>10</td>
<td>33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dissimilar molecules</th>
<th>( \frac{u \left[ \alpha_p + \mu \right]}{4 \alpha_p^2} ) ( \text{J mol}^{-1} )</th>
<th>( \frac{u \left[ \alpha_p + \mu \right]}{4 \alpha_p^2} ) ( \text{J mol}^{-1} )</th>
<th>( \frac{3 \alpha_p \mu \ln T}{2 \left( \alpha_p^2 + \mu^2 \right)} ) ( \text{J mol}^{-1} )</th>
<th>Total vdW energy ( C_{\text{vdW}} ) ( \text{J mol}^{-1} )</th>
<th>Dispersion energy contribution to total ( \text{(theoretical)} ) ( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne–CH₄</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>19</td>
<td>100</td>
</tr>
<tr>
<td>HCl–H₂O</td>
<td>7</td>
<td>1</td>
<td>197</td>
<td>197</td>
<td>96</td>
</tr>
<tr>
<td>H₂O–Ne</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>11</td>
<td>92</td>
</tr>
<tr>
<td>H₂O–CH₄</td>
<td>9</td>
<td>0</td>
<td>58</td>
<td>58</td>
<td>92</td>
</tr>
</tbody>
</table>

有关非分子间相互作用的引用是基于 Fowler et al. (1989) 中的计算，其中得到了一个值，即 \( 23 \times 10^{-29} \text{J m}^3 \).
Table 6.3. Induction, orientation, and dispersion free energy contributions to the total van der Waals energy in vacuum for various pairs of molecules at 293 K

<table>
<thead>
<tr>
<th>Interacting molecules</th>
<th>$\epsilon_{AA}$</th>
<th>$\mu_1 \cdot \mu_2$</th>
<th>Ionization potential $\Delta U$ (eV)</th>
<th>$\frac{C_{\text{ind}}}{\text{mol}^{-2}}$</th>
<th>$\frac{C_{\text{ori}}}{\text{mol}^{-2}}$</th>
<th>$\frac{C_{\text{disp}}}{\text{mol}^{-2}}$</th>
<th>Theoretical from Eq. (6.17)</th>
<th>From Eq. (6.14)</th>
<th>Total van der Waals energy $C_{\text{vdW}}$ (10^{-29} J/m^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne=Ne</td>
<td>0.39</td>
<td>0</td>
<td>21.6</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4.4</td>
</tr>
<tr>
<td>CH4=CH4</td>
<td>2.60</td>
<td>0</td>
<td>12.6</td>
<td>0</td>
<td>0</td>
<td>102</td>
<td>0</td>
<td>102</td>
<td>102.0</td>
</tr>
<tr>
<td>HCl=HCl</td>
<td>2.63</td>
<td>1.08</td>
<td>12.7</td>
<td>6</td>
<td>11</td>
<td>106</td>
<td>123</td>
<td>197</td>
<td>220.3</td>
</tr>
<tr>
<td>HBr=HBr</td>
<td>1.61</td>
<td>0.78</td>
<td>11.6</td>
<td>4</td>
<td>3</td>
<td>182</td>
<td>189</td>
<td>207</td>
<td>296.1</td>
</tr>
<tr>
<td>HI=HI</td>
<td>5.44</td>
<td>0.38</td>
<td>19.4</td>
<td>2</td>
<td>3</td>
<td>370</td>
<td>372</td>
<td>350</td>
<td>794.2</td>
</tr>
<tr>
<td>CH3Cl=CH3Cl</td>
<td>4.56</td>
<td>1.87</td>
<td>11.3</td>
<td>32</td>
<td>101</td>
<td>282</td>
<td>415</td>
<td>509</td>
<td>564.1</td>
</tr>
<tr>
<td>NH3=NH3</td>
<td>2.26</td>
<td>1.47</td>
<td>10.2</td>
<td>50</td>
<td>38</td>
<td>63</td>
<td>711</td>
<td>162</td>
<td>783.7</td>
</tr>
<tr>
<td>H2O=H2O</td>
<td>1.48</td>
<td>1.85</td>
<td>12.6</td>
<td>10</td>
<td>38</td>
<td>96</td>
<td>139</td>
<td>175</td>
<td>214.9</td>
</tr>
<tr>
<td>Dissimilar molecules</td>
<td>u [2R_1 + 2R_2]</td>
<td>u [2R_1 + 2R_2]</td>
<td>3R_1R_2 / (2R_1 + R_2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ne=CH4</td>
<td>0</td>
<td>0</td>
<td>19</td>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19.0</td>
</tr>
<tr>
<td>HCl=H2</td>
<td>7</td>
<td>1</td>
<td>197</td>
<td>205</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>205.0</td>
</tr>
<tr>
<td>H2O=Ne</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12.0</td>
</tr>
<tr>
<td>H2O=CH4</td>
<td>9</td>
<td>0</td>
<td>58</td>
<td>67</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>67.0</td>
</tr>
</tbody>
</table>

Notes:
1. $D = 3.336 \times 10^{-30} \text{C.m.}$
2. $1 \text{eV} = 1.602 \times 10^{-19} \text{J}$.
3. This approximate value may be compared with the most recent ab initio calculation by Fowler et al. (1989) which gives $23 \times 10^{-29} \text{J/m}^2$. 

*Note: For two dissimilar polar molecules, we have used Equation 6.15, which includes the dispersion energy contribution.
6.6 General Theory of Van der Waals Forces between Molecules

The London theory of dispersion forces has two serious shortcomings. It assumes that atoms and molecules have only a single ionization potential (one absorption frequency), and it cannot handle the interactions of molecules in a solvent. In 1963 McLachlan presented a generalized theory of van der Waals forces, which included in one equation the induction, orientation and dispersion force, and which could also be applied to interactions in a solvent medium. McLachlan's expression for the van der Waals free energy of two molecules or small particles 1 and 2 in a medium 3 is given by the series (McLachlan, 1963a, b)

\[ w(r) = -\frac{6kT}{(4\pi\varepsilon_0)^2 r^6} \sum_{n=0,1,2,\ldots} \frac{\alpha_1(iv_n)\alpha_2(iv_n)}{e_3(iv_n)}, \]

(6.18)

where \(\alpha_1(iv_n)\) and \(\alpha_2(iv_n)\) are the polarizabilities of molecules 1 and 2 and \(e_3(iv_n)\) the dielectric permittivity of medium 3 at imaginary frequencies \(iv_n\), where

\[ iv_n = (2\pi n/kT)\hbar \approx 4 \times 10^{13} n \text{ s}^{-1} \text{ at } 300 \text{ K} \]

(6.19)

and where the prime over the summation (\(\Sigma\')) indicates that the zero frequency \(n = 0\) term is multiplied by \(\frac{1}{2}\). McLachlan's equation looks complicated, but

\[ \text{it is actually quite straightforward to compute once we realize that } \alpha(iv) \text{ and } \alpha(iv) \text{ are real quantities, easily related to measurable properties, as we shall now see. For a molecule with one absorption frequency (the ionization frequency) } \nu_i, \text{ its electronic polarizability at real frequencies } \nu \text{ is given by the simple harmonic oscillator model (Von Hippel, 1958)} \]

\[ \alpha(\nu) = \alpha_0 \left[ 1 - \left( \frac{\nu}{\nu_i} \right)^2 \right]. \]

(6.20)

Note that since most absorption frequencies are in the ultraviolet region (typically, \(\nu_i \approx 3 \times 10^{15} \text{ s}^{-1}\)) the value of \(\alpha\) in the visible range of frequencies \(\nu \approx 5 \times 10^{14} \text{ s}^{-1}\) is essentially the same as \(\alpha_0\) because \((\nu/\nu_i)^2 \ll 1\).

If the molecule also possesses a permanent dipole moment \(u\) there is an additional orientational or dipole relaxation polarizability contribution (Von Hippel, 1958) given by

\[ \alpha_{\text{orient}}(\nu) = u^2/3kT(1 - iv/\nu_{\text{rot}}), \]

(6.21)

where \(\nu_{\text{rot}}\) is some average rotational relaxation frequency for the molecule, usually in the far infrared or microwave region of frequencies (typically, \(\nu_{\text{rot}} \approx 10^{11} \text{ s}^{-1}\)).

The total polarizability of a molecule in free space as a function of \(iv_n\) (replacing \(\nu_n\) by \(iv_n\)) may therefore be written as

\[ \alpha_{\nu_n} = \frac{u^2}{3kT(1 + iv_n/\nu_{\text{rot}})} + \frac{\alpha_0}{1 + (iv_n/\nu_i)^2}. \]

(6.22)

which is a real function of \(\nu_n\). At zero frequency (\(\nu_n = 0\)) this reduces to the Debye-Langevin equation, Eq. (5.7):

\[ \alpha(0) = u^2/3kT + \alpha_0. \]

(6.23)

The variation of \(\alpha(iv_n)\) with frequency \(\nu\) for a simple polar molecule is shown schematically in Fig. 6.2.

We may now return to McLachlan's expression, Eq. (6.18). The first term in the series is that for \(n = 0\) (i.e., \(\nu_n = 0\)) so that from the above we immediately obtain the 'zero frequency contribution' to \(w(r)\):

\[ w(r),_{n=0} = -\frac{3kT}{(4\pi\varepsilon_0)^2 r^6} \alpha_1(0)\alpha_2(0) \]

\[ = -\frac{3kT}{(4\pi\varepsilon_0)^2 r^6} \left[ \frac{u_1^2}{3kT} + \alpha_0 + \frac{u_2^2}{3kT} + \alpha_{02} \right]. \]

(6.24)
6.6 General Theory of Van der Waals Forces between Molecules

The London theory of dispersion forces has two serious shortcomings. It assumes that atoms and molecules have only a single ionization potential (one absorption frequency), and it cannot handle the interactions of molecules in a solvent. In 1963 McLachlan presented a generalized theory of van der Waals forces, which included in one equation the induction, orientation, and dispersion force, and which could also be applied to interactions in a solvent medium. McLachlan’s expression for the van der Waals free energy of two molecules or small particles 1 and 2 in a medium 3 is given by the series (McLachlan, 1963a, b)

\[
w(r) = -\frac{6kT}{(4\pi\varepsilon_0)^2r^6} \sum_{n=0,1,2,...} \frac{\alpha_1(iv_n)\alpha_2(iv_n)}{\varepsilon_3(iv_n)},
\]

where \(\alpha_1(iv_n)\) and \(\alpha_2(iv_n)\) are the polarizabilities of molecules 1 and 2 and \(\varepsilon_3(iv_n)\) the dielectric permittivity of medium 3 at imaginary frequencies \(iv_n\), where

\[
v_n = \frac{2nkT}{h}\n \approx 4 \times 10^{13} n s^{-1} \text{ at } 300 K
\]

and where the prime over the summation (\(\Sigma\)) indicates that the zero frequency \(n = 0\) term is multiplied by \(\frac{1}{2}\). McLachlan’s equation looks complicated, but it is actually quite straightforward to compute once we realize that \(\alpha(iv_n)\) and \(\alpha(iv)\) are real quantities, easily related to measurable properties, as we shall now see. For a molecule with one absorption frequency (the ionization frequency) \(v_i\), its electronic polarizability at real frequencies \(v\) is given by the simple harmonic oscillator model (Von Hippel, 1958)

\[
\alpha(v) = \alpha_0/[1 - (v/v_i)^2]^2.
\]

Note that since most absorption frequencies are in the ultraviolet region (typically, \(v_i \approx 3 \times 10^{15} s^{-1}\)) the value of \(\alpha\) in the visible range of frequencies \(v_{vis} \approx 5 \times 10^{14} s^{-1}\) is essentially the same as \(\alpha_0\) because \((v_{vis}/v_i)^2 \ll 1\).

If the molecule also possesses a permanent dipole moment \(u\) there is an additional orientation or dipole relaxation polarizability contribution (Von Hippel, 1958) given by

\[
\alpha_{orient}(v) = u^2/3kT(1 - iv/v_{rot}),
\]

where \(v_{rot}\) is some average rotational relaxation frequency for the molecule, usually in the far infrared or microwave region of frequencies (typically, \(v_{rot} \approx 10^4 s^{-1}\)).

The total polarizability of a molecule in free space as a function of \(iv_n\) (replacing \(v\) by \(iv_n\)) may therefore be written as

\[
\alpha(iv_n) = \frac{u^2}{3kT(1 + iv_n/v_{rot})} + \frac{\alpha_0}{1 + (v_n/v_i)^2},
\]

which is a real function of \(v_n\). At zero frequency \((v_n = 0)\) this reduces to the Debye–Langevin equation, Eq. (5.7):

\[
\alpha(0) = u^2/3kT + \alpha_0.
\]

The variation of \(\alpha(iv_n)\) with frequency \(v\) for a simple polar molecule is shown schematically in Fig. 6.2.

We may now return to McLachlan’s expression, Eq. (6.18). The first term in the series is that for \(n = 0\) (i.e., \(v_n = 0\)) so that from the above we immediately obtain the ‘zero frequency contribution’ to \(w(r)\):

\[
w(r) = \frac{3kT}{(4\pi\varepsilon_0)^2r^6} \alpha_1(0)\alpha_2(0)
\]

\[
= \frac{3kT}{(4\pi\varepsilon_0)^2r^6} \left[ \frac{u_1^2}{3kT} + \alpha_0 \right] \left[ \frac{u_2^2}{3kT} + \alpha_0 \right].
\]
Finally, by substituting the electronic polarizability as expressed by Eq. (6.22) into the above and integrating using the definite integral

\[ \int_{0}^{\infty} \frac{dx}{(a^2 + x^2)(b^2 + x^2)} = \frac{\pi}{2ab(a + b)}, \]

we obtain

\[ w(r)_{n > 0} \approx -\frac{3a_{01}a_{02}}{2(4\pi \varepsilon_{0})^{2}r^{6}} \frac{h v_{11} v_{12}}{v_{11} + v_{12}} \]

which is the London equation. The complete McLachlan formula is particularly suitable for computing the dispersion forces between molecules that have a number of different absorption frequencies or ionization potentials, for which the simple London expression breaks down.

6.7 VAN DER WAALS FORCES IN A MEDIUM

The theory of McLachlan is also naturally applicable to the interactions of molecules or small particles in a medium (McLachlan, 1965). In this case the polarizabilities \( \alpha(iv) \) in Eq. (6.18) are the excess polarizabilities of the molecules as discussed in Section 5.7, and for a small spherical molecule 1 of radius \( a_{1} \) in a medium 3 (Fig. 6.3a), the excess polarizability is given approximately by

\[ \alpha_{s}(v) = 4\pi \varepsilon_{0} \varepsilon_{3}(v) \left( \frac{\varepsilon_{1}(v) - \varepsilon_{3}(v)}{\varepsilon_{1}(v) + 2\varepsilon_{3}(v)} \right) a_{1}^{3}. \]

The zero-frequency contribution to \( w(r) \) in Eq. (6.18) is therefore

\[ w(r)_{n = 0} = -\frac{3kT a_{1}^{3}}{r^{6}} \left( \frac{\varepsilon_{1}(0) - \varepsilon_{3}(0)}{\varepsilon_{1}(0) + 2\varepsilon_{3}(0)} \right) \left( \frac{\varepsilon_{2}(0) - \varepsilon_{3}(0)}{\varepsilon_{2}(0) + 2\varepsilon_{3}(0)} \right), \]

where \( \varepsilon_{1}(0) \), \( \varepsilon_{2}(0) \) and \( \varepsilon_{3}(0) \) are the static dielectric constants of the three media. Equation (6.30) is the same as that previously derived and discussed in Section 5.7 in connection with the orientation and induction forces in a medium. We shall return to it again after first considering the finite frequency dispersion contribution. Substituting Eq. (6.29) into Eq. (6.18), and replacing the summation by the integral of Eq. (6.25), the dispersion energy may be
Finally, by substituting the electronic polarizability as expressed by Eq. (6.22) into the above and integrating using the definite integral

$$
\int_0^\infty \frac{dx}{(a^2 + x^2)(b^2 + x^2)} = \frac{\pi}{2ab(a + b)},
$$

we obtain

$$
w(r)_{h > 0} \approx \frac{3d_{01}d_{02}h\nu_{11}\nu_{12}}{2(4\pi\epsilon_0)^{\frac{3}{2}}\nu^2} (\nu_{11} + \nu_{12})
$$

which is the London equation. The complete McLachlan formula is particularly suitable for computing the dispersion forces between molecules that have a number of different absorption frequencies or ionization potentials, for which the simple London expression breaks down.

6.7 VANDER WAALS FORCES IN A MEDIUM

The theory of McLachlan is also naturally applicable to the interactions of molecules or small particles in a medium (McLachlan, 1965). In this case the polarizabilities \(\alpha(iv)\) in Eq. (6.18) are the excess polarizabilities of the molecules as discussed in Section 5.7, and for a small spherical molecule 1 of radius \(a\) in a medium 3 (Fig. 6.3a), the excess polarizability is given approximately by

$$
\alpha_1(v) = 4\pi\epsilon_0 \epsilon_3(v) \left( \frac{\epsilon_1(v) - \epsilon_3(v)}{\epsilon_1(v) + 2\epsilon_3(v)} \right) a^2.
$$

The zero-frequency contribution to \(w(r)\) in Eq. (6.18) is therefore

$$
w(r)_{v = 0} = -\frac{3kT a_2^2}{r^6} \left( \frac{\epsilon_1(0) - \epsilon_3(0)}{\epsilon_1(0) + 2\epsilon_3(0)} \right) \left( \frac{\epsilon_2(0) - \epsilon_3(0)}{\epsilon_2(0) + 2\epsilon_3(0)} \right)
$$

where \(\epsilon_1(0)\), \(\epsilon_2(0)\) and \(\epsilon_3(0)\) are the static dielectric constants of the three media. Equation (6.30) is the same as that previously derived and discussed in Section 5.7 in connection with the orientation and induction forces in a medium. We shall return to it again after first considering the finite frequency dispersion contribution. Substituting Eq. (6.29) into Eq. (6.18), and replacing the summation by the integral of Eq. (6.25), the dispersion energy may be
where $n$ is the refractive index, roughly equal to $\sqrt{\varepsilon(n_3)}$. Substituting the above into Eq. (6.31) and integrating as before we obtain

$$
 w(r)_{r > 0} = -\frac{\sqrt{3}h_{v_0}a^6_1 a^6_2}{2r^6} \\
\times \frac{(n^2_3 - n_3^2)(n^2_3 - n_3^2)}{(n^2_1 + 2n^2_3)^{1/2}(n^2_2 + 2n^2_3)^{1/2}[(n^2_1 + 2n^2_3)^{1/2} + (n^2_2 + 2n^2_3)^{1/2}]^3} 
$$

(6.34)

where for simplicity, it is assumed that all three media have the same absorption frequency $v_0$. The total van der Waals interaction free energy of two identical molecules 1 in medium 3 (Fig. 6.3b) is therefore

$$
w(r) = w(r)_{r = 0} + w(r)_{r > 0} \\
\approx -\frac{3kT}{\varepsilon_1(0)} \left[ \frac{\varepsilon_1(0) - \varepsilon_3(0)}{\varepsilon_1(0) + 2\varepsilon_3(0)} \right]^2 \frac{\sqrt{3}h_{v_0}}{4} \frac{(n^2_3 - n_3^2)^2}{(n^2_1 + 2n^2_3)^{3/2}} \frac{a^6_1}{r^6} 
$$

(6.35)

which is strictly valid only for $r \gg a_1$.

The above equations highlight a number of important aspects of van der Waals forces in a solvent medium.

(i) Since $\hbar v_0 \gg kT$ we find, as for interactions in free space, that the $v > 0$ dispersion force contribution is usually greater than the $v = 0$ dipolar contribution.

(ii) The van der Waals force is much reduced in a solvent medium. For example, for two non-polar molecules of refractive index $n_3 = 1.5$, the strength of the dispersion force in a solvent of $n_3 = 1.4$ will be reduced from its value in free space (where $n_3 = 1$) by a factor of

$$
\frac{(1.5^2 - 1)^2(1.5^2 + 2)^{3/2}}{(1.5^2 - 1.4^2)^2(1.5^2 + 2 \times 1.4^2)^{3/2}} \approx 32.
$$

(iii) It is worth comparing the $v > 0$ dispersion contribution of Eq. (6.35) with London’s equation for the free space interaction. If we put $n_3 = 1$, we obtain

$$
w(r)_{r > 0} = -\frac{\sqrt{3}h_{v_0}a^6_1 (n^2_3 - 1)^2}{4r^6} \frac{1}{(n^2_1 + 2)^{3/2}} 
$$

(6.36)
where \( n \) is the refractive index, roughly equal to \( \sqrt{\varepsilon(v_{\text{rh}})} \). Substituting the above into Eq. (6.31) and integrating as before we obtain

\[
w(r)_{r>0} = -\frac{\sqrt{3}h \varepsilon \epsilon_0 a_1^2 a_3^2}{2r^6}
\]

\[
\times \frac{(n_1^2 - n_3^2)(n_3^2 - n_2^2)}{(n_1^2 + 2n_3^2)^{1/2}(n_3^2 + 2n_2^2)^{1/2}} \left[ (n_1^2 + 2n_3^2)^{1/2} + (n_3^2 + 2n_2^2)^{1/2} \right]^{1/2}
\]

(6.34)

where for simplicity, it is assumed that all three media have the same absorption frequency \( \nu \). The total van der Waals interaction free energy of two identical molecules 1 in medium 3 (Fig. 6.3b) is therefore

\[
w(r) = w(r)_{r=0} + w(r)_{r>0}
\]

\[
\approx -\left[ 3kT \left( \frac{\epsilon_1(0) - \epsilon_2(0)}{\epsilon_3(0) + 2\epsilon_3(0)} \right)^2 + \frac{\sqrt{3}h \varepsilon \epsilon_0 (n_1^2 - n_3^2)^2}{4(n_1^2 + 2n_3^2)^{3/2}} \right] \frac{a_1^6}{r^6}
\]

(6.35)

which is strictly valid only for \( r > a_1 \).

The above equations highlight a number of important aspects of van der Waals forces in a solvent medium.

(i) Since \( h\nu \gg kT \) we find, as for interactions in free space, that the \( \nu > 0 \) dispersion force contribution is usually greater than the \( \nu = 0 \) dipolar contribution.

(ii) The van der Waals force is much reduced in a solvent medium. For example, for two non-polar molecules of refractive index \( n_1 = 1.5 \), the strength of the dispersion force in a solvent of \( n_3 = 1.4 \) will be reduced from its value in free space (where \( n_3 = 1 \)) by a factor of

\[
\frac{(1.5^2 - 1)^2(1.5^2 + 2)^{-3/2}}{(1.5^2 - 1.4^2)^2(1.5^2 + 2 \times 1.4^2)^{-3/2}} \approx 32
\]

(iii) It is worth comparing the \( \nu > 0 \) dispersion contribution of Eq. (6.35) with London's equation for the free space interaction. If we put \( n_3 = 1 \), we obtain

\[
w(r)_{r>0} = -\frac{\sqrt{3}h \varepsilon \epsilon_0 a_1^6}{4r^6} \frac{(n_1^2 - 1)^2}{(n_1^2 + 2)^{3/2}}
\]

(6.36)
whereas London’s result is

\[
 w(r) = -\frac{3h\nu a_0^2}{4(4\pi e_0)^{3/2}} = -\frac{3h\nu a_0^2}{4\pi} \left( n_1^2 - n_2^2 \right)^2 - \frac{3h\nu a_0^2}{4\pi} \left( n_1^2 + 2 \right)^2. \tag{6.37}
\]

The reason for the apparent discrepancy is that the absorption frequency of an isolated molecule \( \nu_1 \) is different from that of the condensed phase \( \nu_c \). It is a simple matter to ascertain that if \( \omega(\nu) \) and \( \epsilon(\nu) \) are related by the Clausius–Mosotti–Lorenz–Lorentz equation, \( \omega(\nu) \propto \left[ \epsilon(\nu) - 1 \right] / [\epsilon(\nu) + 2] \), then the two absorption frequencies are formally related by

\[
 \nu_c = \nu_1 \sqrt{3/(n_1^2 + 2)}, \tag{6.38}
\]

so that when this is put into Eq. (6.36) we obtain the result based on London’s formula, Eq. (6.37).

(iv) The dispersion force between dissimilar molecules can be attractive or repulsive. The latter occurs when \( n_3 \) is intermediate between \( n_1 \) and \( n_2 \) in Eq. (6.34). Examples of repulsive van der Waals forces will be given in Chapter 11. However, the interaction between identical molecules is always attractive due to the symmetry of Eq. (6.35), and we may further note that if the solute and solvent molecules 1 and 3, are interchanged (Fig. 6.3b, c), the expression for the van der Waals force between the two solute (ex-solvent) molecules remains practically the same.

The above equations provide a semiquantitative criterion for determining which liquids are likely to be miscible and which are not. As a rule of thumb it is known that ‘like dissolves like’. This is already apparent from Eq. (6.35) where we see that the smaller the difference between \( n_1 \) and \( n_3 \), the smaller the attraction between two solute molecules (Fig. 6.3b, c) and the less likely will be their tendency to associate (i.e., separate out into different phases). Since Eq. (6.35) basically depends on the magnitude of \( n_1^2 - n_3^2 \) we may expect two liquids to become immiscible once \( n_1^2 - n_3^2 \) becomes too large. Now this can be written as \( \left[ \sqrt{n_1^2 - 1} \right]^2 - \left[ \sqrt{n_3^2 - 1} \right]^2 \), which from the Lorenz–Lorentz equation, Eq. (5.29), is roughly proportional to \( \left[ \sqrt{a_0^2} / a_0^2 \right] - \left[ \sqrt{a_0^2} / a_0^2 \right] \) or

\[
 w(r) \propto \left[ \sqrt{U_1} - \sqrt{U_3} \right]^2 \tag{6.39}
\]

where \( U_1 \) and \( U_3 \) are the cohesive energies or latent heats of vaporization of the two liquids (cf. Eq. (6.5)). This semiquantitative derivation forms the basis of Hildebrand’s ‘solvent solubility parameter’ \( \delta \), which is equal to the square root of the cohesive energy density of a liquid (Small, 1953). It is found that if two non-polar liquids have similar values for \( \delta \), i.e., if \( (\delta_1 - \delta_2)^2 \) is small, they are miscible and the binary mixture is nearly ideal, e.g., showing little deviation from Raoult’s law (for a review of solubility relationships see Kumar and Prausnitz, 1975).

(v) In some instances the dispersion force between two molecules in a solvent is very small, and then the zero-frequency contribution dominates the interaction. The best-known case concerns the lower molecular weight alkanes in water whose refractive indices are very close to that of water (compare \( n_{\text{CH}_4} \approx 1.30, n_{\text{C}_6\text{H}_{14}} \approx 1.33 \) and \( n_{\text{C}_8\text{H}_{12}} \approx 1.36 \) with \( n_{\text{H}_2\text{O}} \approx 1.33 \)). When these molecules interact in water (or vice versa) the major contribution is now not the dispersion force but rather the first term in Eq. (6.35), and since \( \epsilon_{\text{H}_2\text{O}}(0) \approx 80 \) while \( \epsilon_{\text{alkane}}(0) \approx 2 \), this reduces to approximately

\[
 w(r) = 0 \approx -\frac{kT a_0^2}{r^6}, \tag{6.40}
\]

which is purely entropic. Equation (6.40) shows that there is an increase in entropy as two alkane molecules approach each other in water, indicative of an increase in the motional freedom of the water molecules. It has long been known that the ‘hydrophobic interaction’ between small hydrocarbon molecules in water is mainly entropic, but the few measured values to date suggest a far stronger interaction than would be expected from Eq. (6.40). Thus, for two small molecules of radius \( a \), we would expect a free energy of dimerization of order \( kT(a/2a)^6 \approx kT/64 \), or about 0.04 kJ mol\(^{-1}\) at 25°C (not enough to induce immiscibility), whereas the experimental values are at least 100 times larger, viz., \( \sim 10 \) kJ mol\(^{-1}\) for \( \text{CH}_4 \), \( \text{C}_6\text{H}_6 \) and \( \text{C}_8\text{H}_{12} \) (Tucker et al., 1981; Ben Naim et al., 1973). This lack of agreement is related to the breakdown in the simple model of the excess polarizability involving highly polar solvent or solute molecules, as discussed in Section 5.7 (and Table 5.2). The unique and unusual properties of water, both as a solvent and as a medium for solute–solute interactions, are further investigated in Chapters 8 and in Part II.

6.8 Dispersion Self-energy of a Molecule in a Medium

The concept of a dispersion self-energy of a molecule is analogous to the Born self-energy of an ion (Chapter 3) and, as for ions, it provides insight into the solubility and partitioning of molecules in different solvents. There are a number of different approaches to this problem (Mahanty and Ninham, 1976); we shall adopt the simplest, which nevertheless brings out the essential
whereas London’s result is

$$w(r) = -\frac{3h\nu_0 a_0^6}{4(4\pi\epsilon_0^2)^{3/2}} + \frac{3h\nu_0 a_0^6}{4\epsilon^6} \left( \frac{n_1^2 - 1}{n_1^2 + 2} \right)^2$$

(6.37)

The reason for the apparent discrepancy is that the absorption frequency of an isolated molecule \( \nu_1 \) is different from that of the condensed phase \( \nu_c \). It is a simple matter to ascertain that if \( \alpha(\nu) \) and \( \varepsilon(\nu) \) are related by the Clausius–Mosotti–Lorenz–Lorentz equation, \( \alpha(\nu) \propto \frac{\varepsilon(\nu) - 1}{\varepsilon(\nu) + 2} \), then the two absorption frequencies are formally related by

$$\nu_c = \nu_1 \sqrt{3/(n_1^2 + 2)},$$

(6.38)

so that when this is put into Eq. (6.36) we obtain the result based on London’s formula, Eq. (6.37).

(iv) The dispersion force between dissimilar molecules can be attractive or repulsive. The latter occurs when \( n_3 \) is intermediate between \( n_1 \) and \( n_2 \) in Eq. (6.34). Examples of repulsive van der Waals forces will be given in Chapter 11. However, the interaction between identical molecules is always attractive due to the symmetry of Eq. (6.35), and we may further note that if the solute and solvent molecules, 1 and 3, are interchanged (Fig. 6.3b, c), the expression for the van der Waals force between the two solute (ex-solvent) molecules remains practically the same.

The above equations provide a semiquantitative criterion for determining which liquids are likely to be miscible and which are not. As a rule of thumb it is known that ‘like dissolves like’. This is already apparent from Eq. (6.35) where we see that the smaller the difference between \( n_1 \) and \( n_3 \), the smaller the attraction between two solute molecules (Fig. 6.3b, c) and the less will be their tendency to associate (i.e., separate out into different phases). Since Eq. (6.35) basically depends on the magnitude of \( (n_1^2 - n_3^2)^2 \) we may expect two liquids to become immiscible once \( (n_1^2 - n_3^2) \) becomes too large. Now this can be written as \( (\sqrt{n_1^2 - 1} - \sqrt{n_3^2 - 1})^2 \), which from the Lorenz–Lorentz equation, Eq. (5.29), is roughly proportional to \( (\sqrt{\alpha_0^2/\alpha_1^2} - \sqrt{\alpha_0^2/\alpha_3^2})^2 \) or

$$w(r) \propto (\sqrt{U_1} - \sqrt{U_3})^2$$

(6.39)

where \( U_1 \) and \( U_3 \) are the cohesive energies or latent heats of vaporization of the two liquids (cf. Eq. (6.5)). This semiquantitative derivation forms the basis of Hildebrand’s ‘solvent solubility parameter’ \( \delta \), which is equal to the square root of the cohesive energy density of a liquid (Small, 1953). It is found that if two non-polar liquids have similar values for \( \delta \), i.e., if \( (\delta_1 - \delta_2)^2 \) is small, they are miscible and the binary mixture is nearly ideal, e.g., showing little deviation from Raoult’s law (for a review of solubility relationships see Kumar and Prausnitz, 1975).

(v) In some instances the dispersion force between two molecules in a solvent is very small, and then the zero-frequency contribution dominates the interaction. The best-known case concerns the lower molecular weight alkanes in water whose refractive indices are very close to that of water (compare \( n_{\text{CH}_4} \approx 1.30, n_{\text{C}_4\text{H}_{10}} \approx 1.33 \) and \( n_{\text{C}_8\text{H}_{18}} \approx 1.36 \) with \( n_{\text{H}_2\text{O}} \approx 1.33 \)). When these molecules interact in water (or vice versa) the major contribution is now not the dispersion force but rather the first term in Eq. (6.35), and since \( \varepsilon_{\text{H}_2\text{O}}(0) \approx 80 \) while \( \varepsilon_{\text{alkane}}(0) \approx 2 \) this reduces to approximately

$$w(r) \approx -\frac{kT a_1^6}{r^6},$$

(6.40)

which is purely entropic. Equation (6.40) shows that there is an increase in entropy as two alkane molecules approach each other in water, indicative of an increase in the motional freedom of the water molecules. It has long been known that the ‘hydrophobic interaction’ between small hydrocarbon molecules in water is mainly entropic, but the few measured values to date suggest a far stronger interaction than would be expected from Eq. (6.40). Thus, for two small molecules of radius \( a \), we would expect a free energy of dimerization of order \( kT(a/2a)^6 \approx kT/64 \), or about 0.04 kJ mol\(^{-1} \) at 25°C (not enough to induce immiscibility), whereas the experimental values are at least 100 times larger, viz., \( \sim 10 \) kJ mol\(^{-1} \) for CH\(_4\), C\(_4\)H\(_8\) and C\(_8\)H\(_{18}\) (Tucker et al., 1981; Ben-Naim et al., 1973). This lack of agreement is related to the breakdown in the simple model of the excess polarizability involving highly polar solvent or solute molecules, as discussed in Section 5.7 (and Table 5.2). The unique and unusual properties of water, both as a solvent and as a medium for solute–solute interactions, are further investigated in Chapters 8 and in Part II.

### 6.8 Dispersion Self-Energy of a Molecule in a Medium

The concept of a dispersion self-energy of a molecule is analogous to the Born self-energy of an ion (Chapter 3) and, as for ions, it provides insight into the solubility and partitioning of molecules in different solvents. There are a number of different approaches to this problem (Mahanthy and Ninham, 1976); we shall adopt the simplest, which nevertheless brings out the essential
physics. Let us consider the transfer of a molecule 1 of diameter \( \sigma \) from free space into a medium 2 (Fig. 6.3d), where it becomes surrounded by 12 solvent molecules of similar diameter. The free energy change is therefore given by the (positive) energy needed to first create a cavity, which involves breaking six solvent–solvent ‘bonds’, plus the (negative) energy of placing molecule 1 in the cavity, which involves the formation of 12 new solute–solvent ‘bonds’. Thus, for this process,

\[
\Delta \mu^{\text{disp}} \approx \frac{3h v_i}{4(4\pi\varepsilon_0)^2\sigma^6} \left( 6\sigma_{02}^2 - 12\sigma_{01}\sigma_{02} \right)
\]

(6.41)

where \( v_i \) is assumed to be the same for the solute and solvent molecules. We may already note that if medium 2 = medium 1 (Fig. 6.3e), the above reduces to the result based on the London equation, Eq. (6.5), which gives the cohesive energy of the pure liquid or solid.

More generally, the free energy of transfer of a molecule 1 from medium 3 into medium 2 (Fig. 6.3l) is therefore given by

\[
\Delta \mu^{\text{disp}} \approx \frac{3h v_i}{4(4\pi\varepsilon_0)^2\sigma^6} \left[ -\left( 6\sigma_{03}^2 - 12\sigma_{01}\sigma_{03} \right) + \left( 6\sigma_{02}^2 - 12\sigma_{01}\sigma_{02} \right) \right],
\]

(6.42)

which, using Eq. (5.29), is roughly proportional to

\[
\Delta \mu^{\text{disp}} \propto (\sigma_{03} - \sigma_{02})(2\sigma_{01} - \sigma_{02} - \sigma_{03})
\]

\[
\propto (n_2^2 - n_3^2)(2n_1^2 - n_2^2 - n_3^2),
\]

(6.43)

which can be positive or negative. In particular, the above shows that solute transfer is always energetically favoured (\( \Delta \mu^i \) negative) into the solvent whose refractive index is closer to that of the solute molecule—a further manifestation of the ‘like dissolves like’ rule. If medium 2 = medium 1 (Fig. 6.3g), the above reduces to

\[
\Delta \mu^{\text{disp}} \approx -\frac{6(3h v_i)}{4(4\pi\varepsilon_0)^2\sigma^6} \left[ \sigma_{01} - \sigma_{03} \right]^2
\]

(6.44)

\[
\propto - \left( \sqrt{U_1} - \sqrt{U_3} \right)^2 \propto - (n_1^2 - n_3^2)^2,
\]

(6.45)

which is always negative and which applies equally to the two transfer processes shown in Fig. 6.3g. Thus, it is always energetically favourable for a solute molecule to move into its own environment. It is interesting to note that the above is essentially the same result that was obtained in the previous section, Eq. (6.39), and leads to the same semiempirical solubility relations as contained in the ‘solubility parameter’ criterion. In particular, the very low solubility of alkanes and hydrocarbons in water, where \( n_1 \approx n_3 \), is once again seen not to be governed by their dispersion interaction, but by other factors.

The above relationships and rule-of-thumb criteria, while useful, are limited to dispersion interactions and thus require that the solutes and solvents be non-polar and have no strong electrostatic or hydrogen-bonding interactions. In Chapter 9 we shall develop similar relationships, based on cohesive energies, which can be applied to other phenomena as well (such as wetting).

### 6.9 Further Aspects of van der Waals Forces: Anisotropy, Non-additivity and Retardation Effects

**Anisotropy of dispersion forces**

The polarizabilities of all but spherically symmetric molecules are anisotropic, having different values along different molecular directions. This arises because the electronic polarizabilities of bonds, which are a measure of the response of the electrons to an external field, are usually anisotropic (Hirschfelder et al., 1954). For example, the longitudinal and transverse polarizabilities of the C–H bond are \( \alpha_L/4\pi\varepsilon_0 = 0.79 \times 10^{-30} \text{ m}^3 \) and \( \alpha_T/4\pi\varepsilon_0 = 0.58 \times 10^{-30} \text{ m}^3 \); the mean value (quoted in Table 5.1) is \( \frac{1}{2}(\alpha_L + 2\alpha_T)/4\pi\varepsilon_0 = 0.65 \times 10^{-30} \text{ m}^3 \). One consequence of the anisotropy in \( \alpha \) is that the dispersion force between molecules becomes dependent on their mutual orientation (see Hirschfelder et al., 1954; Israelachvili and Tabor, 1973; Israelachvili, 1974). In non-polar liquids the effect is not important, since the molecules are tumbling rapidly, and their mean polarizability is what matters. But in solids and liquid crystals the anisotropic attractive forces can sometimes be an important factor in driving molecules or molecular groups into favourable mutual orientations; for example, in determining the specific configurations of polymers and proteins, the ordering of molecules in liquid crystals, and the temperature-dependent phase transitions of lipid bilayers and monolayers (Zwanzig, 1963; Marcelja, 1973).

The orienting effects of the anisotropic dispersion forces are, however, rarely as important as those of dipole–dipole and hydrogen-bonding forces. It should also be remembered that for asymmetric molecules, the repulsive steric forces are also orientation-dependent (reflecting their asymmetric shape), and this is usually by far the most important factor in determining
physics. Let us consider the transfer of a molecule 1 of diameter \(\sigma\) from free space into a medium 2 (Fig. 6.3d), where it becomes surrounded by 12 solvent molecules of similar diameter. The free energy change is therefore given by the (positive) energy needed to first create a cavity, which involves breaking six solvent–solvent ‘bonds’, plus the (negative) energy of placing molecule 1 in the cavity, which involves the formation of 12 new solute–solvent ‘bonds’. Thus, for this process,

\[
\Delta \mu_{\text{disp}}^1 \approx \frac{3h v_1}{4(4\pi\varepsilon_0)^2\sigma^6} \left[ (6\sigma_{02}^2 - 12\sigma_{01}a_{02}) \right]
\]

(6.41)

where \(v_1\) is assumed to be the same for the solute and solvent molecules. We may already note that if medium 2 = medium 1 (Fig. 6.3e), the above reduces to the result based on the London equation, Eq. (6.5), which gives the cohesive energy of the pure liquid or solid.

More generally, the free energy of transfer of a molecule 1 from medium 3 into medium 2 (Fig. 6.3f) is therefore given by

\[
\Delta \mu_{\text{disp}}^1 \approx \frac{3h v_1}{4(4\pi\varepsilon_0)^2\sigma^6} \left[ -(6\sigma_{03}^2 - 12\sigma_{01}a_{03}) + (6\sigma_{02}^2 - 12\sigma_{01}a_{02}) \right]
\]

(6.42)

which, using Eq. (5.29), is roughly proportional to

\[
\Delta \mu_{\text{disp}}^1 \propto (\sigma_{03} - \sigma_{02})(2\sigma_{01} - a_{02} - a_{03})
\]

\[
\propto (n_3^2 - n_2^2)(2n_1^2 - n_2^2 - n_3^2)
\]

(6.43)

which can be positive or negative. In particular, the above shows that solute transfer is always energetically favoured (\(\Delta \mu^1\) negative) into the solvent whose refractive index is closer to that of the solute molecule—a further manifestation of the ‘like dissolves like’ rule. If medium 2 = medium 1 (Fig. 6.3g), the above reduces to

\[
\Delta \mu_{\text{disp}}^1 \approx \frac{-6(3h v_1)}{4(4\pi\varepsilon_0)^2\sigma^6} \left[ \sigma_{01} - \sigma_{03} \right]^2
\]

(6.44)

\[
\propto (\sqrt{U_1} - \sqrt{U_3})^2 \propto (n_1^2 - n_3^2)^2
\]

(6.45)

which is always negative and which applies equally to the two transfer processes shown in Fig. 6.3g. Thus, it is always energetically favourable for a solute molecule to move into its own environment. It is interesting to note that the above is essentially the same result that was obtained in the previous section, Eq. (6.39), and leads to the same semiempirical solubility relations as contained in the ‘solubility parameter’ criterion. In particular, the very low solubility of alkanes and hydrocarbons in water, where \(n_1 \approx n_3\), is once again seen not to be governed by their dispersion interaction, but by other factors.

The above relationships and rule-of-thumb criteria, while useful, are limited to dispersion interactions and thus require that the solutes and solvents be non-polar and have no strong electrostatic or hydrogen-bonding interactions. In Chapter 9 we shall develop similar relationships, based on cohesive energies, which can be applied to other phenomena as well (such as wetting).

6.9 FURTHER ASPECTS OF VAN DER WAALS FORCES: ANISOTROPY, NON-ADDITIVITY AND RETARDATION EFFECTS

Anisotropy of dispersion forces

The polarizabilities of all but spherically symmetric molecules are anisotropic, having different values along different molecular directions. This arises because the electronic polarizabilities of bonds, which are a measure of the response of the electrons to an external field, are usually anisotropic (Hirschfelder et al., 1954). For example, the longitudinal and transverse polarizabilities of the C—H bond are \(\alpha_L/4\pi\varepsilon_0 = 0.79 \times 10^{-30} \text{ m}^3\) and \(\alpha_T/4\pi\varepsilon_0 = 0.58 \times 10^{-30} \text{ m}^3\); the mean value (quoted in Table 5.1) is \((\alpha_L + 2\alpha_T)/4\pi\varepsilon_0 = 0.65 \times 10^{-30} \text{ m}^3\). One consequence of the anisotropy in \(\alpha\) is that the dispersion force between molecules becomes dependent on their mutual orientation (see Hirschfelder et al., 1954; Israelachvili and Tabor, 1973; Israelachvili, 1974). In non-polar liquids the effect is not important, since the molecules are tumbling rapidly, and their mean polarizability is what matters. But in solids and liquid crystals the anisotropic attractive forces can sometimes be an important factor in driving molecules or molecular groups into favourable mutual orientations; for example, in determining the specific configurations of polymers and proteins, the ordering of molecules in liquid crystals, and the temperature-dependent phase transitions of lipid bilayers and monolayers (Zwanzig, 1963; Marcelja, 1973).

The orienting effects of the anisotropic dispersion forces are, however, rarely as important as those of dipole–dipole and hydrogen-bonding forces. It should also be remembered that for asymmetric molecules, the repulsive steric forces are also orientation-dependent (reflecting their asymmetric shape), and this is usually by far the most important factor in determining
how molecules mutually align themselves in solids and liquid crystals (see Chapter 7).

Non-additivity of van der Waals forces and many-body effects

Unlike gravitational and Coulomb forces, van der Waals forces are not generally pairwise additive: the force between any two molecules is affected by the presence of other molecules nearby, so that one cannot simply add all the pair potentials of a molecule to obtain its net interaction energy with all the other molecules. This is because the field emanating from any one molecule reaches a second molecule both directly and by 'reflection' from other molecules since they, too, are polarized by the field. The net effect is that the van der Waals energy between two molecules in a medium is different from that calculated from a consideration of two-body (pair) interactions alone. The effect on the energy can be positive or negative and is usually small, less than 20% (see Problem 6.2), but can be important: for example, the total energy contributions, including many-body effects, to the lattice energies of the rare gas atoms, such as argon and xenon, determine that they pack as face-centred cubic (FCC) solids and not as hexagonal close-packed (HCP) solids. The non-additive property of van der Waals forces is particularly important in the interactions between large particles and surfaces in a medium (Chapter 11).

Retardation effects

When two atoms are an appreciable distance apart, the time taken for the electric field of the first atom to reach the second and return can become comparable with the period of the fluctuating dipole itself (cf. the distance travelled by light during one rotation of a Bohr atom electron is about $3 \times 10^8$ m s$^{-1}/3 \times 10^13$ s$^{-1} \approx 10^{-7}$ m or 100 nm). When this happens the field returns to find that the direction of the instantaneous dipole of the first atom is now different from the original and less favourably disposed to an attractive interaction. Thus, with increasing separation the dispersion energy between two atoms begins to decay even faster than $-1/r^6$, approaching a $-1/r^7$ dependence at $r > 100$ nm (see Problem 6.3). This is called the retardation effect, and the dispersion forces between molecules and particles at large separations are called retarded forces.

For two molecules in free space, retardation effects begin at separations above 5 nm and are therefore of little interest. However, in a medium, where the speed of light is slower, retardation effects come in at smaller distances, and they become particularly important when macroscopic bodies or surfaces interact in a liquid medium as we shall see in later chapters. Note that it is only the dispersion energy that suffers retardation; the zero-frequency orientation and induction energies remain non-retarded at all separations, so that as the separation increases these initially weak contributions ultimately dominate the interaction. Thus, as $r$ increases to very large separations, the distance-dependence of the van der Waals energy between two molecules has the curious progression: $-1/r^6 \rightarrow -1/r^7 \rightarrow -1/r^6$.

PROBLEMS AND DISCUSSION TOPICS

6.1 Two non-polar solute molecules 1 and 2 interact in a slightly polar medium 3 at 298 K. The interaction is dominated entirely by van der Waals forces, and the molecules may be considered to behave as small spheres with the same dielectric properties as the bulk materials whose properties are: $n_1 = 1.40$, $n_2 = 1.50$, $n_3 = 1.45$, $e_1 = n_1^2$, $e_2 = n_2^2$, $e_3 = 6.0$. If the absorption frequency $\nu$ of all three media is the same and equal to $3 \times 10^{14}$ s$^{-1}$, will the equilibrium interaction potential be (i) attractive at all separations, including contact, (ii) repulsive at all separations, including contact, (iii) repulsive at small separations but attractive (adhesive) at some finite separation?

If your answer is (i) or (iii), is the adhesion energy strong enough to lead to aggregation or phase separation of the solute in the solvent above some critical concentration (the solubility)?

6.2 The simple treatment used to derive the London equation for the dispersion interaction energy between two isolated molecules A and B (Section 6.1) can be readily extended to include the effect of a third molecule C. This arises because an additional component of the electric field from A reaches B by 'reflection' from C (Chapter 5). Consider three identical molecules of polarizabilities $\chi$ and ionization potentials $I = h\nu$ sitting at the corners of a triangle with sides of length $r_1$, $r_2$, and $r_3$. Ignoring numerical factors, derive a simple approximate expression (similar to Eq. (6.2)) for the additional three-body interaction energy. On the basis of this equation obtain a rough estimate for the magnitude of the three-body interaction energy relative to the two-body interaction for the case when the three molecules are in contact, i.e., when $r_1 = r_2 = r_3 = \sigma$.

In general, allowing that three molecules may be displaced relative to each other in a variety of ways, would you expect the three-body energy to be always negative (favourable), always positive (unfavourable), or one or other of these depending on the relative positions of the molecules? (For further
how molecules mutually align themselves in solids and liquid crystals (see Chapter 7).

Non-additivity of van der Waals forces and many-body effects

Unlike gravitational and Coulomb forces, van der Waals forces are not generally pairwise additive: the force between any two molecules is affected by the presence of other molecules nearby, so that one cannot simply add all the pair potentials of a molecule to obtain its net interaction energy with all the other molecules. This is because the field emanating from any one molecule reaches a second molecule both directly and by 'reflection' from other molecules since they, too, are polarized by the field. The net effect is that the van der Waals energy between two molecules in a medium is different from that calculated from a consideration of two-body (pair) interactions alone. The effect on the energy can be positive or negative and is usually small, less than 20% (see Problem 6.2), but can be important: for example, the total energy contributions, including many-body effects, to the lattice energies of the rare gas atoms, such as argon and xenon, determine that they pack as face-centred cubic (FCC) solids and not as hexagonal close-packed (HCP) solids. The non-additive property of van der Waals forces is particularly important in the interactions between large particles and surfaces in a medium (Chapter 11).

Retardation effects

When two atoms are an appreciable distance apart, the time taken for the electric field of the first atom to reach the second and return can become comparable with the period of the fluctuating dipole itself (cf. the distance travelled by light during one rotation of a Bohr atom electron is about $3 \times 10^8 \text{ m s}^{-1} / 3 \times 10^15 \text{ s}^{-1} \approx 10^{-7}$ m or 100 nm). When this happens the field returns to find that the direction of the instantaneous dipole of the first atom is now different from the original and less favourably disposed to an attractive interaction. Thus, with increasing separation the dispersion energy between two atoms begins to decay even faster than $-1/ r^6$, approaching a $-1/ r^7$ dependence at $r > 100$ nm (see Problem 6.3). This is called the retardation effect, and the dispersion forces between molecules and particles at large separations are called retarded forces.

For two molecules in free space, retardation effects begin at separations above 5 nm and are therefore of little interest. However, in a medium, where the speed of light is slower, retardation effects come in at smaller distances, and they become particularly important when macroscopic bodies or surfaces interact in a liquid medium as we shall see in later chapters. Note that it is only the dispersion energy that suffers retardation; the zero-frequency orientation and induction energies remain non-retarded at all separations, so that as the separation increases these initially weak contributions ultimately dominate the interaction. Thus, as $r$ increases to very large separations, the distance-dependence of the van der Waals energy between two molecules has the curious progression: $-1/ r^6 \rightarrow -1/ r^7 \rightarrow -1/ r^8$.

PROBLEMS AND DISCUSSION TOPICS

6.1 Two non-polar solute molecules 1 and 2 interact in a slightly polar medium 3 at 298 K. The interaction is dominated entirely by van der Waals forces, and the molecules may be considered to behave as small spheres with the same dielectric properties as the bulk materials whose properties are: $n_1 = 1.40$, $n_2 = 1.50$, $n_3 = 1.45$, $\varepsilon_1 = n_1^2$, $\varepsilon_2 = n_2^2$, $\varepsilon_3 = 6.0$. If the absorption frequency $\nu$ of all three media is the same and equal to $3 \times 10^{14} \text{ s}^{-1}$, will the equilibrium interaction potential be (i) attractive at all separations, including contact, (ii) repulsive at all separations, including contact, (iii) repulsive at small separations but attractive (adhesive) at some finite separation?

If your answer is (i) or (iii), is the adhesion energy strong enough to lead to aggregation or phase separation of the solute in the solvent above some critical concentration (the solubility)?

6.2 The simple treatment used to derive the London equation for the dispersion interaction energy between two isolated molecules $A$ and $B$ (Section 6.1) can be readily extended to include the effect of a third molecule $C$. This arises because an additional component of the electric field from $A$ reaches $B$ by 'reflection' from $C$ (Chapter 5). Consider three identical molecules of polarizabilities $\alpha$ and ionization potentials $I = \nu c$ sitting at the corners of a triangle with sides of length $r_1$, $r_2$ and $r_3$. Ignoring numerical factors, derive a simple approximate expression (similar to Eq. (6.2)) for the additional three-body interaction energy. On the basis of this equation obtain a rough estimate for the magnitude of the three-body interaction energy relative to the two-body interaction for the case when the three molecules are in contact, i.e., when $r_1 = r_2 = r_3 = \sigma$.

In general, allowing that three molecules may be displaced relative to each other in a variety of ways, would you expect the three-body energy to be always negative (favourable), always positive (unfavourable), or one or other of these depending on the relative positions of the molecules? (For further
reading on three-, four- and many-body effects, see Margenau and Kestner, 1971.)

6.3 Once two molecules (or particles) are sufficiently far apart the simple model, based on two Bohr atoms, used to derive the London equation (Section 6.1), breaks down. This is because the field reflected by the second atom returns to find that the direction of the original dipole has changed during the time it takes light to travel the distance 2r. The extent of this change depends on the time it takes the Bohr electron to rotate about the nucleus, i.e. it depends on the frequency ν. Thus in general, the inducing and induced dipoles become increasingly less correlated the farther two atoms or molecules are from each other, and this results in a weaker (retarded) dispersion attraction than given by the London formula. By considering the McLachlan theory (Section 6.6) it is clear that at any given separation r not all frequencies will contribute to the interaction so that Eq. (6.26) should not really be integrated to ν = 0. By considering how some appropriate cut-off frequency must replace the upper integration limit in the derivation of the London equation obtain an expression for the dispersion interaction potential between two identical molecules valid at all separations. Check that your equation predicts that the retarded dispersion energy is about half the non-retarded value at a separation of \( r \approx 0.7c/v_0 \).

Hint. In the limit of very large separations the rigorously derived retarded dispersion interaction is given by the Casimir–Polder equation:

\[
\psi(r) = -\frac{23a_0^3\hbar c}{8\pi^2(4\pi\epsilon_0)^2}r^3.
\]  

6.46

Chapter 7

REPULSIVE FORCES, TOTAL INTERMOLECULAR PAIR POTENTIALS AND LIQUID STRUCTURE

7.1 SIZES OF ATOMS, MOLECULES AND IONS

At very small interatomic distances the electron clouds of atoms overlap, and there arises a strong repulsive force that determines how close two atoms or molecules can ultimately approach each other. These repulsive forces are sometimes referred to as exchange repulsion, hard core repulsion, steric repulsion, or—for ions—the Born repulsion, and they are characterized by having very short range and increasing very sharply as two molecules come together. Strictly, they belong to the category of quantum mechanical or chemical forces discussed earlier, and unfortunately there is no general equation for describing their distance dependence. Instead, a number of empirical potential functions have been introduced over the years, all of which appear to be satisfactory so long as they have the property of a steeply rising repulsion at small separations. The three most common of such potentials are the hard sphere potential, the inverse power-law potential and the exponential potential. Let us begin by considering the first.

If atoms are considered as hard spheres, i.e., incompressible, the repulsive force suddenly becomes infinite at a certain interatomic separation. This simple model reflects the observation that when different atoms pack together in liquids and solids they often do behave as hard spheres, or 'billiard balls', of fixed radii characteristic for each atom. Defined in this way the radius of an atom (whether isolated or covalently bound) or a spherical molecule is then called its hard sphere radius or van der Waals packing radius. Results obtained from x-ray and neutron diffraction studies on solids (especially crystals) and from gas solubility, viscosity and self-diffusion data on liquids often yield values that agree to within a few percentage points. The van der Waals packing radii of most atoms and small molecules lie between 0.1 and 0.2 nm, some of which are illustrated in Fig. 7.1.

Similar concepts apply to ions in ionic crystals, where the characteristic
6.3  Once two molecules (or particles) are sufficiently far apart the simple model, based on two Bohr atoms, used to derive the London equation (Section 6.1), breaks down. This is because the field reflected by the second atom returns to find that the direction of the original dipole has changed during the time it takes light to travel the distance $2r$. The extent of this change depends on the time it takes the Bohr electron to rotate about the nucleus, i.e. it depends on the frequency $v$. Thus in general, the inducing and induced dipoles become increasingly less correlated the farther two atoms or molecules are from each other, and this results in a weaker (retarded) dispersion attraction than given by the London formula. By considering the McLachlan theory (Section 6.6) it is clear that at any given separation $r$ not all frequencies will contribute to the interaction so that Eq. (6.26) should not really be integrated to $v = \infty$. By considering how some appropriate cut-off frequency must replace the upper integration limit in the derivation of the London equation obtain an expression for the dispersion interaction potential between two identical molecules valid at all separations. Check that your equation predicts that the retarded dispersion energy is about half the non-retarded value at a separation of $r \approx 0.7c/v$.

Hint. In the limit of very large separations the rigorously derived retarded dispersion interaction is given by the Casimir–Polder equation:

$$w(r) = -\frac{3\alpha_0^2 \hbar c}{8\pi^2(4\pi\varepsilon_0)^3}r^7.$$  \hspace{1cm} (6.46)

Chapter 7

REPULSIVE FORCES, TOTAL INTERMOLECULAR PAIR POTENTIALS AND LIQUID STRUCTURE

7.1  SIZES OF ATOMS, MOLECULES AND IONS

At very small interatomic distances the electron clouds of atoms overlap, and there arises a strong repulsive force that determines how close two atoms or molecules can ultimately approach each other. These repulsive forces are sometimes referred to as exchange repulsion, hard core repulsion, steric repulsion, or—for ions—the Born repulsion, and they are characterized by having very short range and increasing very sharply as two molecules come together. Strictly, they belong to the category of quantum mechanical or chemical forces discussed earlier, and unfortunately there is no general equation for describing their distance dependence. Instead, a number of empirical potential functions have been introduced over the years, all of which appear to be satisfactory so long as they have the property of a steeply rising repulsion at small separations. The three most common of such potentials are the hard sphere potential, the inverse power-law potential and the exponential potential. Let us begin by considering the first.

If atoms are considered as hard spheres, i.e., incompressible, the repulsive force suddenly becomes infinite at a certain interatomic separation. This simple model reflects the observation that when different atoms pack together in liquids and solids they often do behave as hard spheres, or ‘billiard balls’, of fixed radii characteristic for each atom. Defined in this way the radius of an atom (whether isolated or covalently bound) or a spherical molecule is then called its hard sphere radius or van der Waals packing radius. Results obtained from x-ray and neutron diffraction studies on solids (especially crystals) and from gas solubility, viscosity and self-diffusion data on liquids often yield values that agree to within a few percentage points. The van der Waals packing radii of most atoms and small molecules lie between 0.1 and 0.2 nm, some of which are illustrated in Fig. 7.1.

Similar concepts apply to ions in ionic crystals, where the characteristic
### Table 7.1 Radii of molecules deduced from different methods

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Minimum radius, from van der Waals coefficient ( \beta ) (nm)</th>
<th>Mean radius, (van der Waals packing radius, from Fig. 7.1) (nm)</th>
<th>Maximum radius, occupied in liquid at 20°C, Eq. (7.2) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{CH}_3\text{OH} )</td>
<td>0.19</td>
<td>0.21</td>
<td>0.23</td>
</tr>
<tr>
<td>( \text{CHCl}_3 )</td>
<td>0.22</td>
<td>0.26</td>
<td>0.29</td>
</tr>
<tr>
<td>( \text{CF}_4 )</td>
<td>0.23</td>
<td>0.27</td>
<td>0.30</td>
</tr>
<tr>
<td>( \text{CCl}_4 )</td>
<td>0.24</td>
<td>0.28</td>
<td>0.30</td>
</tr>
</tbody>
</table>

* Constants \( \beta \) taken from the Handbook of Chemistry and Physics, CRC Press, 56th ed.
packing radius is referred to as the bare ion radius. The bare ion radius is quite different from the hydrated ion radius of an ion in water, discussed in Section 4.5. Some bare ion radii are also shown in Fig. 7.1. Note that anions are generally bigger than cations; this is because they have gained rather than lost electrons, which also causes an additional electrostatic repulsion tending to further inflate the ion.

It is also recognized that the distance between the atomic centres of two atoms connected by a covalent bond can be expressed as the sum of their covalent bond radii (Fig. 7.1). Single-bond covalent radii are usually about 0.08 nm shorter than the non-bonded (van der Waals) radii.

By considering both the covalent and van der Waals radii of individual atoms in a molecule and the bond angles between them, one can establish the effective van der Waals radius of a molecule. This concept is strictly valid only for small, nearly spherical molecules such as CH₄, but Bondi (1968) has described procedures for calculating the effective van der Waals radii of molecules and molecular groups, some of which are included in Fig. 7.1. For very asymmetric molecules that cannot be considered even quasi-spheres, one has to consider their van der Waals dimensions along different molecular axes. For example, in alkanes the effective radius of the cylinder-like paraffin chain is about 0.20 nm, while its total length is 0.127 nm per CH₂—CH₂ link along the chain plus ~0.20 nm for each hemispherical CH₃ group at each end.

There are many different methods for measuring the radii of atoms and molecules. These include PVT and spectroscopic data on gases, viscosity, solubility and diffusion data on both gases and liquids, and compressibility, electron, x-ray and neutron diffraction data on liquids and solids. The values for molecular sizes deduced from these different methods can differ by as much as 30%, as illustrated in Table 7.1. This is because each method measures a slightly different property. Thus, molecular radii α/2 determined

![Fig. 7.1. Effective packing radii of atoms, molecules and ions (nm).](image)

<table>
<thead>
<tr>
<th>Monovalent cations</th>
<th>Li⁺</th>
<th>Na⁺</th>
<th>K⁺</th>
<th>NH₄⁺</th>
<th>Ca⁺</th>
<th>NH₄⁺⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.088</td>
<td>0.095</td>
<td>0.133</td>
<td>0.148</td>
<td>0.169</td>
<td>0.347</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Divalent cations</th>
<th>Be²⁺</th>
<th>Mg²⁺</th>
<th>Fe²⁺</th>
<th>Ca²⁺</th>
<th>Ba²⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.031</td>
<td>0.065</td>
<td>0.076</td>
<td>0.099</td>
<td>0.135</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trivalent cations</th>
<th>Al³⁺</th>
<th>Fe³⁺</th>
<th>La³⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.050</td>
<td>0.064</td>
<td>0.104</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Monovalent anions</th>
<th>F⁻</th>
<th>OH⁻</th>
<th>Cl⁻</th>
<th>Br⁻</th>
<th>I⁻</th>
<th>NO₃⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.136</td>
<td>0.176</td>
<td>0.181</td>
<td>0.196</td>
<td>0.216</td>
<td>0.264</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Spherical molecules</th>
<th>Ne</th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
<th>CH₄</th>
<th>CO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.164</td>
<td>0.188</td>
<td>0.201</td>
<td>0.216</td>
<td>0.20</td>
<td>0.275</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Effective radii of non-spherical molecules and groups (approximate)</th>
<th>H₂O</th>
<th>O₂</th>
<th>NH₃</th>
<th>HCl</th>
<th>HBr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.14</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>0.215</td>
<td>0.255</td>
<td>0.265</td>
<td>0.285</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>0.20</td>
<td>0.17</td>
<td>0.145</td>
<td>0.37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exposed radii of atoms covalently bonded in molecules</th>
<th>H</th>
<th>F</th>
<th>O</th>
<th>N</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.11</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>0.18</td>
<td>0.19</td>
<td>0.19</td>
<td>0.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Covalent bond radii of atoms</th>
<th>−H</th>
<th>−C</th>
<th>−N</th>
<th>−O</th>
<th>−F</th>
<th>−S</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.03</td>
<td>0.077</td>
<td>0.070</td>
<td>0.066</td>
<td>0.064</td>
<td>0.104</td>
</tr>
<tr>
<td></td>
<td>0.067</td>
<td>0.062</td>
<td>0.062</td>
<td>0.099</td>
<td>0.110</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.060</td>
<td>0.056</td>
<td>0.114</td>
<td>0.117</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7.1 Radii of molecules deduced from different methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molecule</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>CH₃OH</td>
</tr>
<tr>
<td>CHCl₃</td>
</tr>
<tr>
<td>C₂H₄</td>
</tr>
<tr>
<td>C₂Cl₄</td>
</tr>
</tbody>
</table>

* Constants b taken from the Handbook of Chemistry and Physics, CRC Press, 56th ed.
from the van der Waals equation of state coefficient \( b \), Eq. (6.13),

\[
\sigma/2 = 0.463b^{1/3} \text{ nm} \quad (b \text{ in } \text{dm}^3 \text{ mol}^{-1})
\]  

(7.1)

gives the smallest value since it reflects the sizes of molecules during collisions when they approach each other closer than their equilibrium separation. Values determined from the viscosity and self-diffusion of molecules in liquids (Ertl and Dullien, 1973; Dymond, 1981; Evans et al., 1981) usually yield results similar to those obtained from crystal packing (i.e., the van der Waals radii), while radii calculated from the mean molecular volume occupied in the liquid state (even assuming close packing),

\[
\frac{4}{3} \pi (\sigma/2)^3 = 0.7405(M/N_0 \rho),
\]

(7.2)
yield the highest values because in the liquid the mobile molecules are on average 5–10% farther apart than in the close-packed crystalline solid.

7.2 REPULSIVE POTENTIALS

Returning now to our discussion of repulsive potentials, the hard sphere potential can be described by

\[
w(r) = + (\sigma/r)^n, \quad \text{where } n = \infty.
\]

(7.3)

Since for \( r > \sigma \) the value of \( w(r) \) is effectively zero while for \( r < \sigma \) it is infinite, this expression nicely describes the hard sphere repulsion where \( \sigma \) is the hard sphere diameter of an atom or molecule, which may be associated with twice the van der Waals radius.

Two other repulsive potentials are worthy of note: the power-law potential

\[
w(r) = + (\sigma/r)^n,
\]

(7.4)

where \( n \) is now an integer (usually taken between 9 and 16), and the exponential potential

\[
w(r) = + ce^{-r/\sigma_0},
\]

(7.5)

where \( c \) and \( \sigma_0 \) are adjustable constants, with \( \sigma_0 \) of the order of 0.02 nm. Both of these potentials are more realistic in that they allow for the finite compressibility or 'softness' of atoms. The power-law potential has little theoretical basis, while the exponential potential has some theoretical justification. It is generally recognized, however, that their common usage is due mainly to their mathematical convenience.

7.3 TOTAL INTERMOLECULAR PAIR POTENTIALS

The total intermolecular pair potential is obtained by summing the attractive and repulsive potentials. Figure 7.2a illustrates the two main types of repulsive potentials discussed above and the shapes of the potential functions they lead to when a long-range inverse power attractive term is added (Fig. 7.2b). The best known of these is the Lennard–Jones or ‘6–12’ potential:

\[
w(r) = A/r^{12} - B/r^6 = 4 \epsilon [(\sigma/r)^{12} - (\sigma/r)^6],
\]

(7.6)

which is widely used because of its simplicity and inverse sixth-power attractive van der Waals term. The particular mathematical form given for the Lennard–Jones potential above is commonly used though it is well to note that the parameter \( \sigma \) is different from the molecular diameter. Thus, for the Lennard–Jones potential, \( w(r) = 0 \) at \( r = \sigma \), and the minimum energy occurs at \( r = 2^{1/6} \sigma = 1.12 \sigma \) (Fig. 7.2b). The minimum energy is \( w(r) = -\epsilon \), where the attractive van der Waals contribution is \(-2\epsilon\), while the repulsive energy contribution is \(+\epsilon\). Thus the inverse 12th-power repulsive term decreases the strength of the binding energy at equilibrium by 50% (from \(-2\epsilon\) to \(-\epsilon\)). This may be compared to the hard sphere repulsion potential where the binding energy at equilibrium would be just the van der Waals energy at contact (at \( r = \sigma \)). It is for this reason that the lattice energies of ionic crystals and van der Waals solids, calculated on the basis of a hard sphere repulsion, are sometimes too large (cf. Section 3.4). But quite often the hard sphere potential together with a London dispersion attraction gives excellent results when compared with the experimental molar lattice energies of non-polar solids (cf. Table 6.1). This is because the attractive forces are usually stronger than predicted by the simple London equation, which ignores contributions from other absorption frequencies, quadrupole interactions, etc. On the other hand, the repulsive potentials are believed to be steeper than \(1/r^{12}\) and therefore weaker at the equilibrium separation than given by the Lennard–Jones potential. All these effects conspire to make the hard sphere potential a reasonable one for predicting contact energies. Figure 7.2c nicely illustrates this fortuitous cancellation of errors: here we see the experimentally determined pair potential for argon (Parsons et al., 1972) together with the London dispersion energy, \( w(r) = -50 \times 10^{-7} \text{ J} \),
from the van der Waals equation of state coefficient $b$, Eq. (6.13),

$$\sigma/2 = 0.463 b^{1/3} \text{nm} \quad (b \text{ in } \text{dm}^3 \text{ mol}^{-1})$$

(7.1)

gives the smallest value since it reflects the sizes of molecules during collisions when they approach each other closer than their equilibrium separation. Values determined from the viscosity and self-diffusion of molecules in liquids (Ertl and Dullien, 1973; Dymond, 1981; Evans et al., 1981) usually yield results similar to those obtained from crystal packing (i.e., the van der Waals radii), while radii calculated from the mean molecular volume occupied in the liquid state (even assuming close packing),

$$\frac{3}{2} \pi (\sigma/2)^3 = 0.7405(M/N_0 \rho),$$

(7.2)
yield the highest values because in the liquid the mobile molecules are on average 5–10% farther apart than in the close-packed crystalline solid.

7.2 REPULSIVE POTENTIALS

Returning now to our discussion of repulsive potentials, the hard sphere potential can be described by

$$w(r) = + (\sigma/r)^n, \quad \text{where } n = \infty.$$  

(7.3)

Since for $r > \sigma$ the value of $w(r)$ is effectively zero while for $r < \sigma$ it is infinite, this expression nicely describes the hard sphere repulsion where $\sigma$ is the hard sphere diameter of an atom or molecule, which may be associated with twice the van der Waals radius.

Two other repulsive potentials are worthy of note: the power-law potential

$$w(r) = + (\sigma/r)^n,$$

(7.4)

where $n$ is now an integer (usually taken between 9 and 16), and the exponential potential

$$w(r) = + c e^{-r/\sigma_0},$$

(7.5)

where $c$ and $\sigma_0$ are adjustable constants, with $\sigma_0$ of the order of 0.02 nm. Both of these potentials are more realistic in that they allow for the finite compressibility or ‘softness’ of atoms. The power-law potential has little theoretical basis, while the exponential potential has some theoretical justification. It is generally recognized, however, that their common usage is due mainly to their mathematical convenience.

7.3 TOTAL INTERMOLECULAR PAIR POTENTIALS

The total intermolecular pair potential is obtained by summing the attractive and repulsive potentials. Figure 7.2a illustrates the two main types of repulsive potentials discussed above and the shapes of the potential functions they lead to when a long-range inverse power attractive term is added (Fig. 7.2b). The best known of these is the Lennard–Jones or ‘6–12’ potential:

$$w(r) = A/r^{12} - B/r^6 = 4 \varepsilon \left( (\sigma/r)^{12} - (\sigma/r)^6 \right),$$

(7.6)

which is widely used because of its simplicity and inverse sixth-power attractive van der Waals term. The particular mathematical form given for the Lennard–Jones potential above is commonly used though it is well to note that the parameter $\sigma$ is different from the molecular diameter. Thus, for the Lennard–Jones potential, $w(r) = 0$ at $r = \sigma$, and the minimum energy occurs at $r = 2^{1/6} \sigma = 1.12 \sigma$ (Fig. 7.2b). The minimum energy is $w(\sigma) = -\varepsilon$, where the attractive van der Waals contribution is $-2\varepsilon$ while the repulsive energy contribution is $+\varepsilon$. Thus the inverse 12th-power repulsive term decreases the strength of the binding energy at equilibrium by 50% (from $-2\varepsilon$ to $-\varepsilon$). This may be compared to the hard sphere repulsion potential where the binding energy at equilibrium would be just the van der Waals energy at contact (at $r = \sigma$). It is for this reason that the lattice energies of ionic crystals and van der Waals solids, calculated on the basis of a hard sphere repulsion, are sometimes too large (cf. Section 3.4). But quite often the hard sphere potential together with a London dispersion attraction gives excellent results when compared with the experimental molar lattice energies of non-polar solids (cf. Table 6.1). This is because the attractive forces are usually stronger than predicted by the simple London equation, which ignores contributions from other absorption frequencies, quadrupole interactions, etc. On the other hand, the repulsive potentials are believed to be steeper than $1/r^{12}$ and therefore weaker at the equilibrium separation than given by the Lennard–Jones potential. All these effects conspire to make the hard sphere potential a reasonable one for predicting contact energies. Figure 7.2c nicely illustrates this fortuitous cancellation of errors: here we see the experimentally determined pair potential for argon (Parsons et al., 1972) together with the London dispersion energy, $w(r) = -50 \times 10^{-79} r^6$ J.
taken from Table 6.1. Note how the (theoretical) dispersion attraction passes through the experimental curve almost exactly at its minimum value.

7.4 ROLE OF REPULSIVE FORCES IN NON-COVALENTLY BONDED SOLIDS

Let us now turn our attention to the role of repulsive forces in solids. More often than not it is these that determine many of their properties. The reason for this is that for many types of attractive interactions, their orientation or angle dependence is weak (i.e., they are non-directional). This is particularly so for van der Waals forces. In contrast, the orientation dependence of the stabilizing repulsive force, which simply reflects the asymmetric shape of a molecule, often has a large effect. Thus, when molecules or ions come together in the condensed state, the way they can pack together—reflected in their relative sizes and shapes—now becomes a major consideration in determining their lattice structure, density, rigidity, etc. They also determine their melting points, but not their boiling points. To see why this is so, recall that latent heats of vaporization are closely associated with the cohesive energies in solids and liquids (Table 2.1). Thus it is the attractive forces that mainly determine latent heats of vaporization and, by Trouton’s rule, also their boiling points. Melting points, however, are determined by the geometry of molecules. If their shape allows them to comfortably pack together into a lattice, they will tend to remain in this state and will therefore have a high melting point. If their shape does not allow for good packing, the melting point will be low. (Note too that latent heats of melting are usually fairly small, an indication that on melting few ‘bonds’ are broken and that the main effect is a rearrangement of molecular ordering.) Since the shape of a molecule is determined by its van der Waals dimensions, which is effectively a statement about its repulsive force, we can now see why repulsive forces are mainly responsible for melting while attractive forces are mainly responsible for boiling.

This somewhat broad generalization can be illustrated by the melting points and boiling points of some hydrocarbons, shown in Table 7.2. Here we clearly see that the $T_m$ values are not much affected by branching or by replacing a single C—C bond by a double C=C bond, since the intermolecular attractive forces are not much changed. But the $T_b$ values are lowered dramatically, since the regular crystalline packing of the all-trans chains is no longer possible when a ‘kink’ is present somewhere along the otherwise linear molecules. Note how the effect of a single kink persists even for the 16-carbon hexadecane molecule.

For some molecules, however, the orientation dependence of their attractive
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This somewhat broad generalization can be illustrated by the melting points and boiling points of some hydrocarbons, shown in Table 7.2. Here we clearly see that the $T_m$ values are not much affected by branching or by replacing a single C—C bond by a double C=C bond, since the intermolecular attractive forces are not much changed. But the $T_m$ values are lowered dramatically, since the regular crystalline packing of the all-trans chains is no longer possible when a ‘kink’ is present somewhere along the otherwise linear molecules. Note how the effect of a single kink persists even for the 16-carbon hexadecane molecule.

For some molecules, however, the orientation dependence of their attractive
forces plays the dominant role in determining their solid- and liquid-state properties. This is, of course, especially true of covalent bonds, but also when strongly directional dipolar and hydrogen-bonding interactions are involved.

A particularly notable representative of this phenomenon is the water molecule whose interactions are so remarkable (and important) that they are given special attention in the next chapter.

The sizes and shapes of large complex molecules such as surfactants, polymers, and biological macromolecules are particularly important in determining how they can pack, or 'self-assemble', into aggregated structures such as micelles and membranes in water, as will be discussed in Part III.

Packing mismatches remain important even for the interactions of macroscopic particles. For example, a concentrated dispersion of spherical colloidal particles of uniform diameter can order into a solid-like lattice, but when a few larger spheres are present these will tend to associate into clusters or collect at certain interfacial regions or grain boundaries (Fig. 6.1b) rather than be randomly dispersed. This effect also occurs at the atomic level where impurity atoms usually migrate to the grain boundaries of solids. Both these effects are further manifestations of the role of short-range repulsive forces, and illustrate how they naturally lead to geometric packing considerations at both the molecular and macroscopic levels.

<table>
<thead>
<tr>
<th>Hydrocarbon</th>
<th>$T_M$ (°C)</th>
<th>$T_B$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_6H_{14}$</td>
<td>n-Hexane</td>
<td>−95</td>
</tr>
<tr>
<td>$C_6H_{12}$</td>
<td>1-Hexene</td>
<td>−140</td>
</tr>
<tr>
<td>$C_6H_{12}$</td>
<td>2-Hexene (cis)</td>
<td>−141</td>
</tr>
<tr>
<td>$C_7H_{16}$</td>
<td>2-Methyl pentane</td>
<td>−154</td>
</tr>
<tr>
<td>$C_6H_{18}$</td>
<td>n-Octane</td>
<td>−57</td>
</tr>
<tr>
<td>$C_7H_{18}$</td>
<td>1-Octene</td>
<td>−102</td>
</tr>
<tr>
<td>$C_8H_{18}$</td>
<td>2-Octane (cis)</td>
<td>−100</td>
</tr>
<tr>
<td>$C_8H_{18}$</td>
<td>2-Methyl heptane</td>
<td>−120</td>
</tr>
<tr>
<td>$C_{12}H_{26}$</td>
<td>n-Dodecane</td>
<td>−10</td>
</tr>
<tr>
<td>$C_{12}H_{24}$</td>
<td>1-Dodecane</td>
<td>−35</td>
</tr>
<tr>
<td>$C_{16}H_{34}$</td>
<td>n-Hexadecane</td>
<td>18</td>
</tr>
<tr>
<td>$C_{16}H_{32}$</td>
<td>1-Hexadecane</td>
<td>4</td>
</tr>
<tr>
<td>$C_{18}H_{32}$</td>
<td>n-Octadecane</td>
<td>28.2</td>
</tr>
<tr>
<td>$C_{18}H_{30}$</td>
<td>1-Octadecane</td>
<td>17.5</td>
</tr>
<tr>
<td>$C_{18}H_{30}$</td>
<td>9-Octadecane</td>
<td>−30.5</td>
</tr>
</tbody>
</table>

* At 760 mmHg.

7.5 Role of repulsive forces in liquids: liquid structure

When a solid melts, the ordered molecular structure that existed in the solid is not completely lost in the liquid. This phenomenon has led to such concepts as liquid structure and molecular ordering in liquids, with important consequences both for our understanding of the liquid state and for the way molecules and particles interact in liquids (Pryde, 1966; Kohler, 1972; Croxton, 1975; Kruus, 1977; Maitland et al., 1981; Chandler, 1987; Allen and Tildesley, 1987; Ciccotti et al., 1987). The occurrence of 'structure' in liquids arises first and foremost from the geometry of molecules, and as such reflects the repulsive forces between them. Let us see what it is all about by first considering the molecular events that take place as a solid is heated through its melting point.

Imagine a close-packed FCC lattice at 0 K where each molecule is surrounded by 12 nearest neighbours at a distance $r = a$, six next-nearest neighbours at $r = \sqrt{2}a$, 24 at $r = \sqrt{3}a$, and so on. Figure 7.3a shows the number $n$ of molecules to be found at a radial distance $r$ away from any central or reference molecule. Ideally, the ordered crystalline structure extends indefinitely, i.e., there is long-range order.

At a higher temperature, but still below the melting point, the mean distance between the molecules increases slightly and the amplitude and frequency of molecular vibrations also increases; but the ordered lattice structure is maintained. The number density of molecules around the reference molecule now looks like Fig. 7.3b, and since it is now spread out in space rather than being a set of discrete lines one can no longer talk of the number $n$ at $r$, but more of the probability of finding a molecule at $r$. In other words, the discrete values have become replaced by a density distribution function.

At the melting point the ordered lattice structure abruptly breaks down. This occurs once the magnitude of the molecular vibrations reaches a point where the molecules can move out of their confined lattice sites, i.e., they can now move past each other. Theoretically, for hard spheres, this ability should occur at a density of about 0.86 of the close-packed (van der Waals) solid at 0 K, corresponding to a volume expansion of about 16%. This is borne out by experiments where on melting, the increased volume is usually of this order, especially for spherical molecules (cf. 15–16% for Ne, Ar, Kr, Xe and CH₄, 17.5% for n-hexane, 20% for benzene). But it can be much larger (e.g., 31% for polyethylene) or much smaller, and even negative as for water (Bondi, 1968).

But even in the liquid state the molecules are still very much restricted in their motion and in the way they can position themselves with respect to each other. The 16% increase in the space available is not much—it corresponds to only a 5% increase in the mean intermolecular separation,
forces play the dominant role in determining their solid- and liquid-state properties. This is, of course, especially true of covalent bonds, but also when strongly directional dipolar and hydrogen-bonding interactions are involved. A particularly notable representative of this phenomenon is the water molecule whose interactions are so remarkable (and important) that they are given special attention in the next chapter.

The sizes and shapes of large complex molecules such surfactants, polymers and biological macromolecules are particularly important in determining how they can pack, or ‘self-assemble’, into aggregated structures such as micelles and membranes in water, as will be discussed in Part III.

Packing mismatches remain important even for the interactions of macroscopic particles. For example, a concentrated dispersion of spherical colloidal particles of uniform diameter can order into a solid-like lattice, but when a few larger spheres are present these will tend to associate into clusters or collect at certain interfacial regions or grain boundaries (Fig. 6.1b) rather than be randomly dispersed. This effect also occurs at the atomic level where impurity atoms usually migrate to the grain boundaries of solids. Both these effects are further manifestations of the role of short-range repulsive forces, and illustrate how they naturally lead to geometric packing considerations at both the molecular and macroscopic levels.
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When a solid melts, the ordered molecular structure that existed in the solid is not completely lost in the liquid. This phenomenon has led to such concepts as liquid structure and molecular ordering in liquids, with important consequences both for our understanding of the liquid state and for the way molecules and particles interact in liquids (Prude, 1966; Kohler, 1972; Croxton, 1975; Kruss, 1977; Maitland et al., 1981; Chandler, 1987; Allen and Tildesley, 1987; Cicotti et al., 1987). The occurrence of 'structure' in liquids arises first and foremost from the geometry of molecules, and as such reflects the repulsive forces between them. Let us see what it is all about by first considering the molecular events that take place as a solid is heated through its melting point.

Imagine a close-packed FCC lattice at 0 K where each molecule is surrounded by 12 nearest neighbours at a distance \( r = \alpha \), six next-nearest neighbours at \( r = \sqrt{2} \alpha \), 24 at \( r = \sqrt{3} \alpha \), and so on. Figure 7.3a shows the number of molecules to be found at a radial distance \( r \) away from any central or reference molecule. Ideally, the ordered crystalline structure extends indefinitely, i.e., there is long-range order.

At a higher temperature, but still below the melting point, the mean distance between the molecules increases slightly and the amplitude and frequency of molecular vibrations also increases; but the ordered lattice structure is maintained. The number density of molecules around the reference molecule now looks like Fig. 7.3b, and since it is now spread out in space rather than being a set of discrete lines one can no longer talk of the number of molecules at \( r \), but more of the probability of finding a molecule at \( r \). In other words, the discrete values have become replaced by a density distribution function.

At the melting point the ordered lattice structure abruptly breaks down. This occurs once the magnitude of the molecular vibrations reaches a point where the molecules can move out of their confined lattice sites, i.e., they can now move past each other. Theoretically, for hard spheres, this ability should occur at a density of about 0.86 of the close-packed (van der Waals) solid at 0 K, corresponding to a volume expansion of about 16%. This is borne out by experiments where on melting, the increased volume is usually of this order, especially for spherical molecules (cf. 15–16% for Ne, Ar, Kr, Xe and CH\(_4\), 17.5% for n-hexane, 20% for benzene). But it can be much larger (e.g., 31% for polyethylene) or much smaller, and even negative as for water (Bondi, 1968).

But even in the liquid state the molecules are still very much restricted in their motion and in the way they can position themselves with respect to each other. The 16% increase in the space available is not much—it corresponds to only a 5% increase in the mean intermolecular separation,
and the tendency to pack into an ordered lattice persists in the liquid. Thus, our spherical reference molecule will now have only slightly fewer nearest neighbours, about nine to 11 instead of 12, which will tend to group around it in a non-random way. The next-nearest neighbours will likewise order around the first group but with a smaller degree of correlation. Eventually, at larger distances, there will be no correlation at all with respect to our reference molecule. This short-range order extends over a few molecular diameters and characterizes the liquid state (recall that in the crystalline solid the order extends indefinitely).

Thus, radially away from any reference molecule the liquid density profile \( \rho(r) \) looks like Fig. 7.3c. The density profile is usually plotted as \( \rho(r)/\rho_0 \) against \( r \), where \( \rho_0 \) is the density of the bulk liquid. \( \rho(r)/\rho_0 \) is commonly referred to as the radial distribution function or the pair correlation function. At large distances it always approaches unity as \( \rho(r) \) approaches \( \rho_0 \).

The magnitude and range of molecular ordering in liquids is enhanced by increasing the external pressure and lowering the temperature, as may be expected. Rigid hard-sphere molecules exhibit more short-range order or structure than easily deformable molecules, such as hexane, where internal bond flexibility allows for greater configurational freedom to pack in different ways. The net effect, however, is that the density \( \rho(r) \) usually oscillates with distance away from any molecule and only reaches the bulk liquid value \( \rho_0 \) at some distance away. Thus, in general, a liquid medium near a molecule or surface will not have the properties of a structureless continuum, for which the density would be equal to the bulk value right up to contact.

7.6 EFFECT OF LIQUID STRUCTURE ON MOLECULAR FORCES

For two solute molecules or particles 1 dissolved in a liquid medium 2, the problem becomes exceedingly complicated. Three pair correlation functions may now be identified: \( \rho_{11}(r) \) for the solute–solute density profile (i.e., the variation of \( \rho_{11}(r) \) away from a solute molecule within the solvent medium), \( \rho_{22}(r) \) for the solvent–solvent density profile, and \( \rho_{12}(r) \) for the solute–solvent density profile. Each of these will exhibit oscillatory behaviours that are interdependent, depending on the sizes of the molecules and on the nature of the solute–solute, solute–solvent and solvent–solvent forces. For example, solute–solvent interactions will affect the ordering of solvent molecules around a solute molecule, which in turn affects the solute density profile around the solute molecule.

How does all this affect the interaction between two dissolved molecules? In Chapter 2 we saw that the effective pair potential (or potential of mean force) between two solute molecules at a distance \( r \) apart is related to their density \( \rho(r) \) at \( r \) by the Boltzmann relation:

\[
\rho_{11}(r)/\rho_0 = \exp[-w_{11}(r)/kT].
\]  

(7.7)

Thus, \( w_{11}(r) \) tends to zero at large \( r \), where \( \rho(r)/\rho_0 \to 1 \), but oscillates with distance at smaller \( r \). \( w_{22}(r) \) behaves similarly. Such a pair potential is shown schematically in Fig. 7.3d. We see therefore how liquid structure can dramatically influence the interaction between dissolved molecules already at large distances. Unfortunately there is a lack of any direct experimental data concerning the effective pair potentials \( w(r) \) of solute molecules and small particles interacting in a solvent medium and, in particular, how reliable
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How does all this affect the interaction between two dissolved molecules? In Chapter 2 we saw that the effective pair potential (or potential of mean force) between two solute molecules at a distance \( r \) apart is related to their density \( \rho(r) \) at \( r \) by the Boltzmann relation:

\[
\rho_{11}(r)/\rho_0 = \exp[-w_{11}(r)/kT]. \tag{7.7}
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continuum theories are in determining the first potential-energy minimum (see Fig. 7.3d and Problem 7.5). But this is not the case for interacting surfaces, and in Chapter 13 we shall see how solvent structure arises and affects the forces between macroscopic surfaces at distances below a few molecular diameters, for which both theoretical and experimental data are now available.

**PROBLEMS AND DISCUSSION TOPICS**

7.1 Derive Eq. (7.2).
(Comment that for a FCC or HCP lattice of close-packed spheres the volume fraction occupied by the spheres is 0.7405, which is the maximum possible for an assembly of identical spheres. However, the maximum volume fraction of randomly packed spheres is only 0.64. This is known as random close packing, which is 86% of close packing.)

7.2 Plot temperature–composition phase diagrams for the four cases where the forces between the solute molecules in a solvent are as drawn in Fig. 7.4.

7.3 A colloidal dispersion consists of irregularly shaped particles in aqueous solution. Initially the forces between the particles are repulsive so that they remain dispersed. The pH of the solution is then changed so that the forces become attractive (see Chapter 12) and the particles aggregate into 'flocks'

and fall out of the solution. It is commonly observed that when the precipitation occurs rapidly the density of the particles in the flocks is low, while if the precipitation is slow the particle density is higher and approaches that of random close packing. Explain this correlation between flocculation time and particle density.

7.4 Describe, with sketches, the different types of molecular ordering that occur in (i) smectic liquid crystals, (ii) nematic liquid crystals and (iii) a condensed liquid composed of spherical 0.5 nm diameter molecules confined between two solid surfaces where the gap width is 0.5 nm, 0.6 nm, 0.7 nm, 0.8 nm, 0.9 nm and 1.0 nm, respectively.

7.5 Pettit and Rossky (1986) and Dang et al. (1990) used analytical and computer simulation techniques to calculate the pair potential between a Na⁺ and a Cl⁻ ion in water. Compare their oscillatory potentials with that expected from the continuum Coulomb interaction in water using the ionic radii of Fig. 7.1. Comment on your findings.
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Chapter 8

SPECIAL INTERACTIONS: HYDROGEN-BONDING, HYDROPHOBIC AND HYDROPHILIC INTERACTIONS

8.1 The unique properties of water

Water is such an unusual substance that it has been accorded a special place in the annals of phenomena dealing with intermolecular forces, and two types of 'special interactions'—the hydrogen bond and the hydrophobic effect—are particularly relevant to the interactions of water. The literature on the subject is vast (Franks, 1972–82), not only because water is the most important liquid on earth, but also because it has so many interesting and anomalous properties.

For a liquid of such a low molecular weight, water has unexpectedly high melting and boiling points and latent heat of vaporization. There are, of course, many other substances of low molecular weight and high melting and boiling points, but these are invariably ionic crystals or metals whose atoms are held together by strong Coulombic or metallic bonds. These properties of water point to the existence of an intermolecular interaction that is stronger than that expected for ordinary, even highly polar, liquids.

The density maximum at 4°C exhibited by liquid water, and the unusual phenomenon that the solid (ice) is lighter than the liquid, indicates that in the ice lattice the molecules prefer to be farther apart than in the liquid. We may further conclude that the strong intermolecular bonds formed in ice persist into the liquid state and that they must be strongly orientation-dependent since water adopts a tetrahedral coordination (four nearest neighbours per molecule) rather than a higher packing density (cf. 12 nearest neighbours characteristic of close-packed van der Waals solids where the 'bonds' are non-directional). Water has other unusual properties, such as a very low compressibility and unusual solubility properties both as a solute and as a solvent (discussed later in this chapter).

If liquid water is strange, solid water (ice) is even stranger (Hobbs, 1974). The high molecular dipole moment and high dielectric constant of liquid water may at first appear to be related via the Debye–Langevin and Clausius–Mossotti equations (5.7) and (5.28). But unlike any typical polar liquid whose dielectric constant falls abruptly as it solidifies due to the freezing of the molecular (i.e., dipolar) rotations, when water freezes into ice the dielectric constant actually increases (Fig. 8.1), and it is still increasing at −70°C (Hasted, 1973). It is highly unlikely that this phenomenon can be explained in terms of the conventional picture of rotating dipolar molecules. The proton conductivity and mobility in ice is also higher than in the liquid. Both these phenomena suggest that the ice lattice affords some easy pathways for the movement of charges, particularly protons, perhaps by a 'proton hopping' mechanism along the hydrogen-bonding network. Such a mechanism could well persist into the liquid state. Thus, to understand the secrets of liquid water one may first have to unravel those of ice.

8.2 The hydrogen bond

The previous section indicates that some unusually strong and orientation-dependent bonds are involved in the interactions between water molecules.
8.1 The Unique Properties of Water

Water is such an unusual substance that it has been accorded a special place in the annals of phenomena dealing with intermolecular forces, and two types of ‘special interactions’—the hydrogen bond and the hydrophobic effect—are particularly relevant to the interactions of water. The literature on the subject is vast (Franks, 1972–82), not only because water is the most important liquid on earth, but also because it has so many interesting and anomalous properties.

For a liquid of such a low molecular weight, water has unexpectedly high melting and boiling points and latent heat of vaporization. There are, of course, many other substances of low molecular weight and high melting and boiling points, but these are invariably ionic crystals or metals whose atoms are held together by strong Coulombic or metallic bonds. These properties of water point to the existence of an intermolecular interaction that is stronger than that expected for ordinary, even highly polar, liquids.

The density maximum at 4°C exhibited by liquid water, and the unusual phenomenon that the solid (ice) is lighter than the liquid, indicates that in the ice lattice the molecules prefer to be farther apart than in the liquid. We may further conclude that the strong intermolecular bonds formed in ice persist into the liquid state and that they must be strongly orientation-dependent since water adopts a tetrahedral coordination (four nearest neighbours per molecule) rather than a higher packing density (cf. 12 nearest neighbours characteristic of close-packed van der Waals solids where the ‘bonds’ are non-directional). Water has other unusual properties, such as a very low compressibility and unusual solubility properties both as a solute and as a solvent (discussed later in this chapter).

If liquid water is strange, solid water (ice) is even stranger (Hobbs, 1974). The high molecular dipole moment and high dielectric constant of liquid
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**Fig. 8.1.** Static dielectric constants as a function of temperature of some ‘normal’ polar liquids and water. For all the ‘normal’ liquids ε rises abruptly on freezing to a value that is close to the square of the refractive index, indicating that the thermal rotations of the dipolar molecules have stopped. However, for water ε rises on freezing and continues to rise down to ~70°C, after which it falls. The high polarizability of water is believed to arise from proton hopping along the H-bond network (see Fig. 8.2a) rather than molecular rotations. Data compiled from Landolt-Börnstein (1982), Hasted (1973) and Hobbs (1974). For theories of the dielectric constant of ice see Pauling (1935) and Hollins (1964).

water may at first appear to be related via the Debye–Langevin and Clausius–Mossotti equations (5.7) and (5.28). But unlike any typical polar liquid whose dielectric constant falls abruptly as it solidifies due to the freezing of the molecular (i.e., dipolar) rotations, when water freezes into ice the dielectric constant actually increases (Fig. 8.1), and it is still increasing at ~70°C (Hasted, 1973). It is highly unlikely that this phenomenon can be explained in terms of the conventional picture of rotating dipolar molecules. The proton conductivity and mobility in ice is also higher than in the liquid. Both these phenomena suggest that the ice lattice affords some easy pathways for the movement of charges, particularly protons, perhaps by a ‘proton hopping’ mechanism along the hydrogen-bonding network. Such a mechanism could well persist into the liquid state. Thus, to understand the secrets of liquid water one may first have to unravel those of ice.

8.2 The Hydrogen Bond

The previous section indicates that some unusually strong and orientation-dependent bonds are involved in the interactions between water molecules.
Hydrogen bonds are not unique to water; they exist to varying degrees between electronegative atoms (e.g., O, N, F and Cl) and H atoms covalently bound to similar electronegative atoms. These bonds are special in that they only involve hydrogen atoms, which, by virtue of their tendency to become positively polarized and their uniquely small size, can interact strongly with nearby electronegative atoms resulting in an effective H-mediated ‘bond’ between two electronegative atoms (see Section 4.7).

Originally, it was believed that the hydrogen bond was quasi-covalent and that it involved the sharing of an H atom or proton between two electronegative atoms. But it is now accepted (Coulson, 1961; Uemura and Morokuma, 1977) that the hydrogen bond is predominantly an electrostatic interaction. With few exceptions, the H atom is not shared but remains closer to and covalently bound to its parent atom; accordingly, the hydrogen bond between two groups XH and Y is usually denoted by X—H⋯Y. Nevertheless, certain characteristics of hydrogen bonds do make them appear like weak covalent bonds. For example, they are not only fairly strong but also (fairly) directional. This endows them with the ability to form weak three-dimensional ‘structures’ in solids, whereas in liquids the short-range order can be of significantly longer range whenever hydrogen bonds are involved—hence the term associated liquids.

The strengths of most hydrogen bonds lie between 10 and 40 kJ mol⁻¹ (Joesten and Schaad, 1974), which makes them stronger than a typical van der Waals ‘bond’ (~1 kJ mol⁻¹) but still much weaker than covalent or ionic bonds (~500 kJ mol⁻¹).

Hydrogen bonds can occur intermolecularly as well as intramolecularly and can happily exist in a non-polar environment. They are consequently particularly important in macromolecular and biological assemblies, such as in proteins, linking different segments together inside the molecules, and in nucleic acids, where they are responsible for the stability of the DNA molecule (holding the two helical strands together). Their involvement in setting up one-, two- and three-dimensional macromolecular structures is sometimes referred to as hydrogen-bond polymerization (illustrated in Fig. 8.2).

8.3 MODELS OF WATER AND ASSOCIATED LIQUIDS

Hydrogen bonds play a particularly prominent role in water since each oxygen atom with its two hydrogens can participate in four such linkages with other water molecules—two involving its own H atoms and two involving its unshared (lone-pair) electrons with other H atoms. To see exactly how this arises we require some picture of the charge distribution...
Hydrogen bonds are not unique to water; they exist to varying degrees between electronegative atoms (e.g., O, N, F and Cl) and H atoms covalently bound to similar electronegative atoms. These bonds are special in that they only involve hydrogen atoms, which, by virtue of their tendency to become positively polarized and their uniquely small size, can interact strongly with nearby electronegative atoms resulting in an effective H-mediated ‘bond’ between two electronegative atoms (see Section 4.7).

Originally, it was believed that the hydrogen bond was quasi-covalent and that it involved the sharing of an H atom or proton between two electronegative atoms. But it is now accepted (Coulson, 1961; Umemaya and Morokuma, 1977) that the hydrogen bond is predominantly an electrostatic interaction. With few exceptions, the H atom is not shared but remains closer to and covalently bound to its parent atom; accordingly, the hydrogen bond between two groups \(XH\) and \(Y\) is usually denoted by \(X—H…Y\). Nevertheless, certain characteristics of hydrogen bonds do make them appear like weak covalent bonds. For example, they are not only fairly strong but also (fairly) directional. This endows them with the ability to form weak three-dimensional ‘structures’ in solids, whereas in liquids the short-range order can be of significantly longer range whenever hydrogen bonds are involved—hence the term associated liquids.

The strengths of most hydrogen bonds lie between 10 and 40 kJ mol\(^{-1}\) (Joesten and Schaad, 1974), which makes them stronger than a typical van der Waals ‘bond’ (\(\sim 1\) kJ mol\(^{-1}\)) but still much weaker than covalent or ionic bonds (\(\sim 500\) kJ mol\(^{-1}\)).

Hydrogen bonds can occur intermolecularly as well as intramolecularly and can happily exist in a non-polar environment. They are consequently particularly important in macromolecular and biological assemblies, such as in proteins, linking different segments together inside the molecules, and in nucleic acids, where they are responsible for the stability of the DNA molecule (holding the two helical strands together). Their involvement in setting up one-, two- and three-dimensional macromolecular structures is sometimes referred to as hydrogen-bond polymerization (illustrated in Fig. 8.2).

8.3 Models of water and associated liquids

Hydrogen bonds play a particularly prominent role in water since each oxygen atom with its two hydrogens can participate in four such linkages with other water molecules—two involving its own H atoms and two involving its unshared (lone-pair) electrons with other H atoms. To see exactly how this arises we require some picture of the charge distribution...
within the water molecule. Various models have been proposed of which the so-called ST2 model of water (named after a modified model by Stillinger and Rahman, 1974) will be described. Other models also exist (Allen and Tildesley, 1987; Cicotti et al., 1987), but it is recognized that as yet no single model has been able to account satisfactorily for the properties of water in all three phases (ice, liquid and vapour). However, the main features of ST2 water are simple and quite similar to some of the other models and so provide a good introduction to the various conceptual approaches that are being applied in attempts at understanding water.

In ST2 water (Fig. 8.3) the water molecule is modelled with charges of +0.24e centred on each hydrogen atom and two compensating charges of −0.24e on the opposite side of the oxygen atom, representing the two unshared electron pairs. The four charges are located along four tetrahedral arms radiating from the centre of the O atom. The interaction between any two water molecules is assumed to involve an isotropic Lennard–Jones potential and 16 Coulombic terms representing the interaction between each of the four point charges on one molecule with the four on the other. The net Coulombic interaction obviously depends on the mutual orientation of the two molecules. When many molecules are involved their equilibrium configuration can only be solved on a computer, and when this is done the model can account for a number of the unusual properties of water, such as the highly open ice structure and the density maximum in the liquid state. Computer simulations show that this comes about because of the strong preference for the molecules to order into a lattice where each oxygen is tetrahedrally coordinated with four other oxygens, with a hydrogen atom lying in the line joining two oxygen atoms. It is this preferred linearity of the O–H···O bond in water that endows it with its strongly directional nature.

In liquid water the tendency to retain the ice-like tetrahedral network remains, but the structure is now disordered and labile. The average number of nearest neighbours per molecule rises to about five (hence the higher density of water on melting), but the mean number of H bonds per molecule falls to about 3.5 whose lifetimes are estimated to be about $10^{-11}$ s. Other strongly hydrogen-bonding molecules, such as formamide, ammonia and HF, also retain some of their ordered crystalline structure in the liquid state over short distances. Such liquids are known as associated liquids. It is also believed that the H-bond structure in such liquids is cooperative in the sense that the presence of H bonds between some molecules enhances their formation in nearby molecules, thereby tending to propagate the H-bonded network. If so, the interaction is non-pairwise additive, which presents serious problems in theoretical computations of aqueous and other systems involving cooperative associations.

It is instructive to note that the tetrahedral coordination of the water molecule is at the heart of the unusual properties of water, much more than the hydrogen bonds themselves. As a rule of thumb, molecules that can participate in only two H bonds can link up into a one-dimensional chain or ring (e.g., HF and alcohols, as shown in Fig. 8.2). Likewise, atoms of valence two such as selenium and tellurium can form long chains of covalently bonded atoms. Atoms that can participate in three bonds (e.g., arsenic, antimony and carbon in graphite), can form two-dimensional sheets or layered structures held together by weaker van der Waals forces. But only a tetrahedral, or higher, coordination allows for a three-dimensional network to form. For example, it is the tetrahedral coordination characteristic of carbon and silicon that results in their almost infinite variety of atomic associations whether in chain molecules (e.g., polymers, surfactants, polypeptides), cyclic compounds or two- and three-dimensional crystals (e.g., diamond, silica, sheet silicates).

8.4 RELATIVE STRENGTHS OF DIFFERENT TYPES OF INTERACTIONS

In earlier chapters we saw how for molecules where only one type of attractive force is present (e.g., pure Coulombic or pure dispersion) their molar cohesive energies and other properties can be computed reasonably accurately. Usually, however, two or more interactions occur simultaneously and it becomes difficult to apply simple potential functions, especially when orientation-dependent dipolar and H-bonding interactions are involved. In
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TABLE 8.1 Relative strengths of different types of interactions as reflected in the boiling points of compounds*

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Molecular weight</th>
<th>Dipole moment (D)</th>
<th>Boiling point (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethane</td>
<td>CH₃CH₃</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>HCHO</td>
<td>30</td>
<td>2.3</td>
</tr>
<tr>
<td>Methanol</td>
<td>CH₃OH</td>
<td>32</td>
<td>1.7</td>
</tr>
<tr>
<td>n-Butane</td>
<td>CH₃CH₂CH₂CH₃</td>
<td>58</td>
<td>0</td>
</tr>
<tr>
<td>Acetone</td>
<td>CH₃COCH₃</td>
<td>58</td>
<td>3.0</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>CH₃COOH</td>
<td>60</td>
<td>1.5</td>
</tr>
<tr>
<td>n-Hexane</td>
<td>CH₃(CH₂)₂CH₃</td>
<td>86</td>
<td>0</td>
</tr>
<tr>
<td>Ethyl propyl ether</td>
<td>C₃H₇CO₂H</td>
<td>88</td>
<td>1.2</td>
</tr>
<tr>
<td>1-Pentanol</td>
<td>C₅H₁₀OH</td>
<td>88</td>
<td>1.7</td>
</tr>
</tbody>
</table>

*In order to make comparisons meaningful, molecules have been put into three groups of similar molecular weights and size. Within each group the first molecule is non-polar and interacts purely via dispersion forces, the second is polar and the third also interacts via H-bonds.

 spite of this complexity, some general patterns do emerge when we compare the boiling points of different compounds, which is a measure of the cohesive forces holding molecules together in condensed phases (Table 2.1). Such a comparison is made in Table 8.1, where we see that the weakest interactions are the dispersion and dipolar interactions, followed by H-bonding interactions. Then there is a large jump to the much stronger covalent and ionic interactions, not shown in Table 8.1. Note (i) the dominance of H-bonding forces even in very polar molecules such as acetone, and (ii) the increasing importance of dispersion forces for larger molecules. However, though dispersion forces are the ones mainly responsible for bringing molecules together, they lack the discrimination, specificity and directionality of dipolar and H-bonding interactions, and it is these that often determine the fine and subtle details of molecular and macromolecular structures, such as those of molecular crystals, polypeptides (e.g., proteins) polynucleotides (e.g., DNA and RNA), micelles and biological membranes.

8.5 THE HYDROPHOBIC EFFECT

So far in this chapter we have considered the interactions of water molecules with other water molecules. In the rest of this chapter we shall investigate the equally interesting interactions of water with other compounds, i.e., when water acts as a solvent or as a solute.

The strong inclination of water molecules to form H bonds with each other influences their interactions with non-polar molecules that are incapable of forming H bonds (e.g., alkanes, hydrocarbons, fluorocarbons, inert atoms). When water molecules come in contact with such a molecule they are faced with an apparent dilemma: whichever way the water molecules face, it would appear that one or more of the four charges per molecule will have to point towards the inert solute molecule and thus be lost to H-bond formation. Clearly the best configuration would have the least number of tetrahedral charges pointing towards the unaccommodating species so that the other charges can point towards the water phase and so be able to participate in H-bond attachments much as before. There are many options to salvaging lost H bonds. If the non-polar solute molecule is not too large, it is possible for water molecules to pack around it without giving up any of their hydrogen-bonding sites. Examples of such arrangements are shown in Fig. 8.4. Since we have already established (Chapter 6) that the dispersion interaction between water and hydrocarbons is not very different from that between water or, for that matter, between hydrocarbon and hydrocarbon, we see that the main effect of bringing water molecules and non-polar molecules together is the reorientation of the water molecules so that they can participate in H-bond formation more or less as in bulk water (i.e., without necessitating any breakage of H bonds).

Thus, thanks to the uncanny ability of tetrahedrally coordinated molecules to link themselves together around almost any inert molecule, whatever its size or shape, the apparent dilemma mentioned earlier is often easily solved. Indeed, since water molecules in the liquid state participate on average in ~3.0–3.5 H bonds, it would appear from Fig. 8.4 that around an inert solute molecule the water molecules actually have a higher coordination (of four) and thus be even more ordered than in the bulk liquid. It is also clear that the sizes and shapes of non-polar solute molecules are fairly critical in determining the water structure adopted around them. This is often referred to as hydrophobic solvation or hydrophobic hydration. At present there is no simple theory of such solute–solvent interactions. However, both theoretical and experimental studies do indicate that the reorientation, or restructuring, of water around non-polar solutes or surfaces is entropically very unfavourable, since it disrupts the existing water structure and imposes a new and more ordered structure on the surrounding water molecules.

It is for this reason that the hydrocarbons are so sparingly soluble in water, characterized by a highly unfavourable free energy of solubilization that is mainly entropic and, as we saw in Chapter 6, cannot be accounted for by continuum theories of van der Waals forces. For example, the free energy of transfer of methane and n-butane molecules from bulk liquid into water at 25°C is about 14.5 and 24.5 kJ mol⁻¹, respectively. For n-butane, this is split
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<tr>
<th>Molecule</th>
<th>Molecular weight</th>
<th>Dipole moment (D)</th>
<th>Boiling point (°C)</th>
</tr>
</thead>
<tbody>
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### 8.5 The Hydrophobic Effect

So far in this chapter we have considered the interactions of water molecules with other water molecules. In the rest of this chapter we shall investigate the equally interesting interactions of water with other compounds, i.e., when water acts as a solvent or as a solute.
is about $4\pi a^2 \approx 0.50 \text{ nm}^2$. The free energy of transfer, $\Delta G = 14.5 \text{ kJ mol}^{-1}$, when calculated per unit surface area turns out to be about 48 mJ m$^{-2}$. Similarly for the cylindrically-shaped $n$-butane molecule whose surface area is given by (see Section 7.1) $4\pi a^2 + 2\pi a(3 \times 0.1275) \approx 1.0 \text{ nm}^2$. Using the above value of $\Delta G = 24.5 \text{ kJ mol}^{-1}$, we deduce a corresponding surface free energy of 41 mJ m$^{-2}$. These values are very close to the interfacial free energies $\gamma$ of bulk hydrocarbon–water interfaces which generally lie between 40 and 50 mJ m$^{-2}$. The high surface tension of water, about 72 mJ m$^{-2}$, may also be taken as an example of this mainly entropic effect since air behaves as an inert, non-H-bonding ‘medium’ in this sense.

Conversely, water molecules are highly insoluble in inert solvents, but here the effective surface energy of transfer is significantly larger than 50 mJ m$^{-2}$ (see Problem 8.2). Clearly, when water molecules in the bulk liquid have to rearrange their coordination so as to accommodate a foreign solute molecule the price is high; but when a single water molecule is completely extracted out from its water network the price is even higher. We shall return to considerations of surface energies and their relation to hydrophobic and other surface phenomena in later chapters.

The immiscibility of inert substances with water, and the mainly entropic nature of this incompatibility is known as the *hydrophobic effect* (Kauzmann, 1959; Tanford, 1980). Such substances, e.g., hydrocarbons and fluorocarbons, are known as *hydrophobic substances*. Similarly, hydrophobic surfaces are not ‘wetted’ by water; when water comes into contact with such surfaces it rolls up into small lenses and and subtends a large contact angle on them (see Chapter 15).

8.6 THE HYDROPHOBIC INTERACTION

Closely related to the hydrophobic effect is the hydrophobic interaction, which describes the unusually strong attraction between hydrophobic molecules and surfaces in water—often stronger than their attraction in free space. For example, the van der Waals interaction energy between two contacting methane molecules in free space is $-2.5 \times 10^{-21} \text{ J}$ (Table 6.1), while in water it is $-14 \times 10^{-21} \text{ J}$. Similarly, the surface tensions of most saturated hydrocarbons lie in the range 15–30 mJ m$^{-2}$, while their interfacial tensions with water are in the range 40–50 mJ m$^{-2}$. In Section 6.7 we saw that this strong interaction in water cannot be accounted for by continuum theories.

---

Footnote: 1 Hydrophobic means 'water-fearing', but note that the interaction between a hydrophobic molecule and water is actually attractive, due to the dispersion force. However, the interaction of water with itself is much more attractive. Water simply loves itself too much to let some substances get in its way.
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Conversely, water molecules are highly insoluble in inert solvents, but here the effective surface energy of transfer is significantly larger than $50 \text{ mJ m}^{-2}$ (see Problem 8.2). Clearly, when water molecules in the bulk liquid have to rearrange their coordination so as to accommodate a foreign solute molecule the price is high; but when a single water molecule is completely extracted out from its water network the price is even higher. We shall return to considerations of surface energies and their relation to hydrophobic and other surface phenomena in later chapters.

The immiscibility of inert substances with water, and the mainly entropic nature of this incompatibility is known as the hydrophobic effect (Kauzmann, 1959; Tanford, 1980), and such substances, e.g., hydrocarbons and fluorocarbons, are known as hydrophobic substances. Similarly, hydrophobic surfaces are not ‘wetted’ by water; when water comes into contact with such surfaces it rolls up into small lenses and and subtends a large contact angle on them (see Chapter 15).

8.6 THE HYDROPHOBIC INTERACTION

Closely related to the hydrophobic effect is the hydrophobic interaction, which describes the unusually strong attraction between hydrophobic molecules and surfaces in water—often stronger than their attraction in free space. For example, the van der Waals interaction energy between two contacting methane molecules in free space is $-2.5 \times 10^{-21} \text{ J}$ (Table 6.1), while in water it is $-14 \times 10^{-21} \text{ J}$. Similarly, the surface tensions of most saturated hydrocarbons lie in the range $15-30 \text{ mJ m}^{-2}$, while their interfacial tensions with water are in the range $40-50 \text{ mJ m}^{-2}$. In Section 6.7 we saw that this strong interaction in water cannot be accounted for by continuum theories.

---

1 Hydrophobic means ‘water-fearing’. But note that the interaction between a hydrophobic molecule and water is actually attractive, due to the dispersion force. However, the interaction of water with itself is much more attractive. Water simply loves itself too much to let some substances get in its way.
of van der Waals forces, which actually predict a reduced interaction in water. Because of its strength it was originally believed that some sort of 'hydrophobic bond' was responsible for this interaction. But it should be clear from what has been described above that there is no bond associated with this mainly entropic phenomenon, which arises primarily from the rearrangements of H-bond configurations in the overlapping solvation zones as two hydrophobic species come together, and is therefore of much longer range than any typical bond.

To date there have been very few direct measurements of the hydrophobic interaction between dissolved non-polar molecules, mainly because they are so insoluble. Tucker et al. (1981) reported values of $-8.4$ and $-11.3$ kJ mol$^{-1}$ for the free energies of dimerization of benzene–benzene and cyclohexane–cyclohexanol, respectively, and Ben Naim et al. (1973) deduced a value of about $-8.5$ kJ mol$^{-1}$ for two methane molecules. On the theoretical side the problem is horrendously difficult because the hydrophobic interaction between two molecules is much more complex, involves many other molecules and is of longer range than that arising from any simple additive pair potential. The complex connectivities of the H-bonding network must also be included in any theory or computer simulation. Thus, there is as yet no satisfactory theory of the hydrophobic interaction, though a number of promising theoretical approaches have been proposed (Dashevsky and Sarkisov, 1974; Pratt and Chandler, 1977; Marcelja et al., 1977; Pangali et al., 1979; Luzar et al., 1987; reviewed by Nicholson and Parsonage, 1982).

Israelachvili and Pashley (1982b) measured the hydrophobic force law between two macroscopic curved hydrophobic surfaces in water and found that in the range 0–10 nm the force decayed exponentially with distance with a decay length of about 1 nm (an exponential distance dependence for the interaction had previously been proposed by Marcelja et al., 1977). Based on these findings Israelachvili and Pashley proposed that for small solute molecules, the hydrophobic free energy of dimerization increases in proportion with their diameter $\sigma$ according to

$$\Delta G \text{ (hydrophobic pair potential)} \approx -20\sigma \text{ kJ mol}^{-1}, \quad (8.1)$$

where $\sigma$ is in nanometres. For example, for cyclohexane ($\sigma = 0.57$ nm), this gives $\Delta G \approx -11.4$ kJ mol$^{-1}$ in agreement with the measured value of $-11.3$ kJ mol$^{-1}$.

The hydrophobic interaction plays a central role in many surface phenomena, in molecular self-assembly, in micelle formation, in biological membrane structure, and in determining the conformations of proteins (Kauzmann, 1959; Tanford, 1980; Israelachvili et al., 1980a; Israelachvili, 1987a), and we shall encounter this interaction again in later chapters.

---

**Question:** The hydrophobic attraction between molecules such as surfactants, proteins and polymers in water results in their spontaneous self-assembly into large well-ordered structures such as micelles and biological organelles (see Fig. 13.12). This association appears to increase the order and thus lower the entropy of the universe, in contradiction with the second law of thermodynamics. Resolve this paradox.

**Answer:**

- This is more of a discussion topic and involves a number of issues.
- There is usually more than one contribution to the total entropy change during any process. While it is true that the coming together of the hydrophobic (solute) molecules is associated with a decrease in their entropy of mixing, this is more than offset by the increase in the configurational entropy of the water (solvent) molecules, as discussed at the end of Sections 4.9 and 6.7.
- The above statement, while true, nevertheless does not go to the heart of this problem which is actually much more fundamental, since it can be posed for any attractive pair potential that leads to association, whether physical or chemical, with or without a solvent. Association necessarily implies the formation of a two-phase system, with some molecules remaining behind in the dilute phase, and their entropy—which must also be taken into account—increases. When the entropy changes of all the molecules involved in this spontaneous aggregation process are added up, including any heat of reaction, the net result will always be an increase.

### 8.7 Hydrophilicity

While there is no phenomenon actually known as the hydrophilic effect or the hydrophilic interaction, such effects can be recognized in the propensity of certain molecules and groups to be water soluble and to repel each other strongly in water, in contrast to the strong attraction exhibited by hydrophobic groups. Hydrophilic (i.e., water-loving) groups prefer to be in contact with water rather than with each other, and they are often hydroscopic (taking up water from vapour). As might be expected, strongly hydrated ions and zwitterions (discussed in Chapter 4) are hydrophilic; but some uncharged and even non-polar molecules can be hydrophilic if they have the right geometry and if they contain electronegative atoms capable of associating
of van der Waals forces, which actually predict a reduced interaction in water. Because of its strength it was originally believed that some sort of 'hydrophobic bond' was responsible for this interaction. But it should be clear from what has been described above that there is no bond associated with this mainly entropic phenomenon, which arises primarily from the rearrangements of H-bond configurations in the overlapping solvation zones as two hydrophobic species come together, and is therefore of much longer range than any typical bond.

To date there have been very few direct measurements of the hydrophobic interaction between dissolved non-polar molecules, mainly because they are so insoluble. Tucker et al. (1981) reported values of $-8.4$ and $-11.3 \text{ kJ mol}^{-1}$ for the free energies of dimerization of benzene–benzene and cyclohexane–cyclohexanol, respectively, and Ben Naim et al. (1973) deduced a value of about $-8.5 \text{ kJ mol}^{-1}$ for two methane molecules. On the theoretical side the problem is horrendously difficult because the hydrophobic interaction between two molecules is much more complex, involves many other molecules and is of longer range than that arising from any simple additive pair potential. The complex connectivities of the H-bonding network must also be included in any theory or computer simulation. Thus, there is as yet no satisfactory theory of the hydrophobic interaction, though a number of promising theoretical approaches have been proposed (Dashevsky and Sarkisov, 1974; Pratt and Chandler, 1977; Marcelja et al., 1977; Pangali et al., 1979; Luzar et al., 1987; reviewed by Nicholson and Parsonage, 1982).

Israelachvili and Pashley (1982b) measured the hydrophobic force law between two macroscopic curved hydrophobic surfaces in water and found that in the range 0–10 nm the force decayed exponentially with distance with a decay length of about 1 nm (an exponential distance dependence for the interaction had previously been proposed by Marcelja et al., 1977). Based on these findings Israelachvili and Pashley proposed that for small solute molecules, the hydrophobic free energy of dimerization increases in proportion with their diameter $\sigma$ according to

$$\Delta G \text{ (hydrophobic pair potential)} \approx -20\sigma \text{ kJ mol}^{-1}, \quad (8.1)$$

where $\sigma$ is in nanometres. For example, for cyclohexane ($\sigma = 0.57 \text{ nm}$), this gives $\Delta G \approx -11.4 \text{ kJ mol}^{-1}$ in agreement with the measured value of $-11.3 \text{ kJ mol}^{-1}$.

The hydrophobic interaction plays a central role in many surface phenomena, in molecular self-assembly, in micelle formation, in biological membrane structure, and in determining the conformations of proteins (Kauzmann, 1959; Tanford, 1980; Israelachvili et al., 1980a; Israelachvili, 1987a), and we shall encounter this interaction again in later chapters.

Question: The hydrophobic attraction between molecules such as surfactants, proteins and polymers in water results in their spontaneous self-assembly into large well-ordered structures such as micelles and biological organelles (see Fig. 13.12). This association appears to increase the order and thus lower the entropy of the universe, in contradiction with the second law of thermodynamics. Resolve this paradox.

Answer:

- This is more of a discussion topic and involves a number of issues.
- There is usually more than one contribution to the total entropy change during any process. While it is true that the coming together of the hydrophobic (solute) molecules is associated with a decrease in their entropy of mixing, this is more than offset by the increase in the configurational entropy of the water (solvent) molecules, as discussed at the end of Sections 4.9 and 6.7.
- The above statement, while true, nevertheless does not go to the heart of this problem which is actually much more fundamental, since it can be posed for any attractive pair potential that leads to association, whether physical or chemical, with or without a solvent. Association necessarily implies the formation of a two-phase system, with some molecules remaining behind in the dilute phase, and their entropy—which must also be taken into account—increases. When the entropy changes of all the molecules involved in this spontaneous aggregation process are added up, including any heat of reaction, the net result will always be an increase.

8.7 Hydrophilicity

While there is no phenomenon actually known as the hydrophilic effect or the hydrophilic interaction, such effects can be recognized in the propensity of certain molecules and groups to be water soluble and to repel each other strongly in water, in contrast to the strong attraction exhibited by hydrophobic groups. Hydrophilic (i.e., water-loving) groups prefer to be in contact with water rather than with each other, and they are often hygroscopic (taking up water from vapour). As might be expected, strongly hydrated ions and zwitterions (discussed in Chapter 4) are hydrophilic; but some uncharged and even non-polar molecules can be hydrophilic if they have the right geometry and if they contain electronegative atoms capable of associating
with the H-bond network in water, for example, the O atoms in alcohols and polyethylene oxide and the N atoms in amines. Table 8.2 lists some common hydrophilic molecules and molecular groups, as well as some hydrophilic surfaces that are wetted by water or that repel each other in aqueous solutions. From this table we see that a polar group is not necessarily hydrophilic and that a non-polar group is not always hydrophobic!

While hydrophobic molecules tend to increase the ordering of water molecules around them, hydrophilic molecules are believed to have a disordered effect. Certain highly polar molecules are so effective in altering or disrupting the local water structure that when dissolved in water they can have a drastic effect on other solute molecules. For example, when urea, \((\text{NH}_2)_2\text{C}=\text{O}\), is dissolved in water it can cause proteins to unfold. Such non-ionic but highly potent compounds are commonly referred to as chaotropic agents, a term that was coined to convey the idea that their disruption of the local water structure leads to chaos (not the least of which being produced in the minds of those trying to understand this phenomenon).

The degree of hydrophilicity of molecular groups is important for understanding the interactions and associations of amphiphilic molecules such as surfactants, lipids and certain copolymers (Part III). In such molecules one end contains a hydrophilic group while the rest of the molecule is hydrophobic, usually a long hydrocarbon chain. The hydrophilicity of some hydrophilic groups, for instance the OH group, can be completely neutralized when they are attached to a long n-alkyl chain such as \(\text{-(CH}_2)_n\text{CH}_3\) (see Table 8.2).

It appears therefore that the hydrophilic and hydrophobic interactions, unlike electrostatic and dispersion interactions, are interdependent and therefore not additive. Indeed, one would not expect them to be independent of each other, since both ultimately rely on the structure of the water H-bonds adopted around dissolved groups. In Section 16.6 we shall see that the hydrophobic energy per \(\text{CH}_2\) group of an alkane chain is much reduced when a hydrophilic head-group is attached to the end of the chain. We shall also see that both the hydrophobic and the hydrophilic (hydration) interactions as measured between macroscopic surfaces in water are of relatively long range, extending well beyond a few molecular diameters, and that when both hydrophilic and hydrophobic groups are present on a surface the net interaction between two such surfaces is not necessarily the sum of the separate components.

### PROBLEMS AND DISCUSSION TOPICS

8.1 Are there any compounds other than water that expand on freezing?
### Table 8.2 Hydrophilic groups and surfaces

<table>
<thead>
<tr>
<th>Molecules and ions</th>
<th>Soluble proteins</th>
<th>DNA</th>
<th>Li⁺, Mg²⁺, Ca²⁺, La³⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohols (CH₃OH, C₂H₅OH, glycerol)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sugars (glucose, sucrose, urea)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polyethylene oxide (—CH₂CH₂O—ₙ)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Molecular groups**

<table>
<thead>
<tr>
<th>Carboxylate</th>
<th>—COO⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sulphonate</td>
<td>—SO₄⁻</td>
</tr>
<tr>
<td>Sulphate</td>
<td>—SO₄⁻</td>
</tr>
<tr>
<td>Phosphate ester</td>
<td>—PO₄³⁻</td>
</tr>
</tbody>
</table>

**Anionic**

<table>
<thead>
<tr>
<th>Cationic</th>
<th>—NH₄⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amine oxide</td>
<td>—NO₂⁻</td>
</tr>
<tr>
<td>Sulphoxide</td>
<td>—SO₃⁻</td>
</tr>
<tr>
<td>Phosphine oxide</td>
<td>—PO₃⁻</td>
</tr>
</tbody>
</table>

**Polar (non-ionic)**

<table>
<thead>
<tr>
<th>Polar (non-ionic)</th>
<th>—NH₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>—NO(CH₃)₂</td>
<td>—SO(CH₃)₂</td>
</tr>
<tr>
<td>—PO(CH₃)₂</td>
<td>—COCH₃</td>
</tr>
</tbody>
</table>

**Polar groups that are not hydrophilic when attached to a long hydrocarbon (hydrophobic) chain**

<table>
<thead>
<tr>
<th>Alcohol</th>
<th>—OH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ether</td>
<td>—OCH₃</td>
</tr>
<tr>
<td>Mercaptan</td>
<td>—SH</td>
</tr>
<tr>
<td>Amines</td>
<td>—NH(CH₃), —N(CH₃)₂</td>
</tr>
</tbody>
</table>

**Solid surfaces**

<table>
<thead>
<tr>
<th>Si-OH groups</th>
<th>—COOH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si-OH groups</td>
<td>—CONH₂</td>
</tr>
<tr>
<td>—NO₂⁻</td>
<td>—NO₂⁻</td>
</tr>
<tr>
<td>—NO₂⁻</td>
<td>—COCH₃</td>
</tr>
</tbody>
</table>

**Compiled from a longer list given by Laughlin (1978, 1981).**

---

### 8.1 Are there any compounds other than water that expand on freezing?

---

**SPECIAL INTERACTIONS**

With the H-bond network in water, for example, the O atoms in alcohols and polyethylene oxide and the N atoms in amines. Table 8.2 lists some molecules that have a disruptive effect on the local water structure. While hydrophilic and that a non-polar group is not always hydrophilic, highly polar molecules are effective in altering or disrupting the local water structure. Certain highly polar molecules are not always hydrophilic, and hydrophobic groups can cause proteins to unfold. Such molecules have a disruptive effect on other solute molecules. For example, water, urea, and HCl are often referred to as non-polar, but highly polar molecules such as surfactants, lipids, and certain polymers (part III). In such cases, the hydrophilic of some hydrophobic molecules that are attached to a long hydrocarbon chain such as —CH₃, CH₂CH₃.
In what ways are their bonding and physical properties unusual and/or similar to those of water?

8.2 The solubilities of cyclohexane \((C_6H_{12})\) and benzene \((C_6H_6)\) in water are, respectively, 55 and 1800 parts per million by weight at 20°C. Calculate the solubilities in mole fraction units. Assuming that these organic molecules can be considered as macroscopic spheres with radii as given in Fig. 7.1, calculate their interfacial energies per unit surface area exposed to water and compare your results with the known values for \(\gamma_{12}\) given in Table 15.1.

The measured solubility of water in cyclohexane and benzene is, respectively, 59 and 620 parts per million by weight at 20°C. By using the same argument as above and a value of 0.14 nm for the radius of the water molecule, calculate the values for \(\gamma_{12}\) obtained from this reciprocal set of solubility data. Comment on possible reasons for the total lack of agreement in this case.

8.3 The strength of the attractive hydrophobic interaction increases with temperature. This often leads to molecular association above some critical temperature, rather than the more typical case where increasing the temperature leads to dissociation. Draw and describe the full temperature-composition phase diagrams for (i) a ‘typical’ two-component liquid–liquid system and (ii) a hydrophobic solute in water.

8.4 Polymethylene oxide, \([-\text{CH}_2-\text{O}-\text{]}_n\), is hydrophobic, but polyethylene oxide, \([-\text{CH}_2-\text{CH}_2-\text{O}-\text{]}_n\), which has one more hydrophobic \text{CH}_3 group per segment is hydrophilic and miscible with water. Give possible reasons for this.
In what ways are their bonding and physical properties unusual and/or similar to those of water?

8.2 The solubilities of cyclohexane ($C_6H_{12}$) and benzene ($C_6H_6$) in water are, respectively, 55 and 1800 parts per million by weight at 20°C. Calculate the solubilities in mole fraction units. Assuming that these organic molecules can be considered as macroscopic spheres with radii as given in Fig. 7.1, calculate their interfacial energies per unit surface area exposed to water and compare your results with the known values for $\gamma_{12}$ given in Table 15.1.

The measured solubility of water in cyclohexane and benzene is, respectively, 59 and 620 parts per million by weight at 20°C. By using the same argument as above and a value of 0.14 nm for the radius of the water molecule, calculate the values for $\gamma_{12}$ obtained from this reciprocal set of solubility data. Comment on possible reasons for the total lack of agreement in this case.

8.3 The strength of the attractive hydrophobic interaction increases with temperature. This often leads to molecular association above some critical temperature, rather than the more typical case where increasing the temperature leads to dissociation. Draw and describe the full temperature-composition phase diagrams for (i) a ‘typical’ two-component liquid–liquid system and (ii) a hydrophobic solute in water.

8.4 Polymethylene oxide, $[\text{CH}_2\text{O}]_n$, is hydrophobic, but polyethylene oxide, $[\text{CH}_2\text{CH}_2\text{O}]_n$, which has one more hydrophobic CH$_2$ group per segment is hydrophilic and miscible with water. Give possible reasons for this.

PART TWO

THE FORCES BETWEEN PARTICLES AND SURFACES
Chapter 9

Some Unifying Concepts in Intermolecular and Interparticle Forces

9.1 Factors favouring the association of like molecules or particles in a medium

In this second part we shall be looking at the physical forces between particles and surfaces. While the fundamental forces involved are the same as those already described (i.e., electrostatic, van der Waals, solvation forces), they can manifest themselves in quite different ways and lead to qualitatively new features when acting between large particles or extended surfaces. These differences will be discussed in the next chapter. In this chapter we shall look at the similarities, and see how the ideas developed in Part I also apply to the interactions of macroscopic particles and surfaces. We shall find that, independently of the type of interaction force involved, certain semiquantitative relations describing molecular forces—known as combining relations—are applicable quite generally to all systems (i.e., to the interactions of molecules, particles, surfaces, and even complex multicomponent systems).

Let us start by noting that for any type of interaction between two molecules A and B, the interaction energy at any given separation is always (to a good approximation) proportional to the product of some molecular property of A times some molecular property of B. Let us denote these properties by $A$ and $B$. Referring to Fig. 2.2 we find, for example, that for the charge–nonpolar-molecule interaction we may write $A \propto Q_A^2$ and $B \propto \sigma_B$; for the dipole–dipole interaction, $A \propto u_A$ or $u_B^2$ and $B \propto u_A$ or $u_B^2$; while for the dispersion interaction, we have $A \propto \sigma_A$ and $B \propto \sigma_B$. Note that even for the gravitational interaction (Eq. (1.1)), we may put $A \propto$ (mass of body A) and $B \propto$ (mass of body B).

Thus, for many different types of interactions, we may express the binding energies of molecules A and B in contact as

$$W_{AA} = -A^2, \quad W_{BB} = -B^2 \quad \text{(for like molecules)} \quad (9.1)$$
CHAPTER 9

SOME UNIFYING CONCEPTS IN INTERMOLECULAR AND INTERPARTICLE FORCES

9.1 FACTORS FAVOURING THE ASSOCIATION OF LIKE MOLECULES OR PARTICLES IN A MEDIUM

In this second part we shall be looking at the physical forces between particles and surfaces. While the fundamental forces involved are the same as those already described (i.e., electrostatic, van der Waals, solvation forces), they can manifest themselves in quite different ways and lead to qualitatively new features when acting between large particles or extended surfaces. These differences will be discussed in the next chapter. In this chapter we shall look at the similarities, and see how the ideas developed in Part I also apply to the interactions of macroscopic particles and surfaces. We shall find that, independently of the type of interaction force involved, certain semiquantitative relations describing molecular forces—known as combining relations—are applicable quite generally to all systems (i.e., to the interactions of molecules, particles, surfaces, and even complex multicomponent systems).

Let us start by noting that for any type of interaction between two molecules A and B, the interaction energy at any given separation is always (to a good approximation) proportional to the product of some molecular property of A times some molecular property of B. Let us denote these properties by $A$ and $B$. Referring to Fig. 2.2 we find, for example, that for the charge–nonpolar-molecule interaction we may write $A \propto Q_A^2$ and $B \propto \sigma_A$; for the dipole–dipole interaction, $A \propto u_A$ or $u_A^2$ and $B \propto u_B$ or $u_B^2$; while for the dispersion interaction, we have $A \propto \alpha_A$ and $B \propto \sigma_B$. Note that even for the gravitational interaction (Eq. (1.1)), we may put $A \propto$ (mass of body A) and $B \propto$ (mass of body B).

Thus, for many different types of interactions, we may express the binding energies of molecules A and B in contact as

$$W_{AA} = -A^2, \quad W_{BB} = -B^2 \quad \text{(for like molecules)} \quad (9.1)$$
of a mixture of molecules A and B in equal amounts. If the molecules are randomly dispersed (Fig. 9.1a), then on average an A molecule will have both A and B molecules as nearest neighbours, and similarly for molecule B. However, if the molecules are associated, then the molecular organization of nearest neighbours around molecules A and B will be as in Fig. 9.1b. The difference in energy between the associated and dispersed clusters will therefore be $\Delta W = -9(A - B)^2$, where we note that in this two-dimensional case nine A—A ‘bonds’ and nine B—B ‘bonds’ have replaced 18 A—B ‘bonds’. In three dimensions with 12 nearest neighbours around each central molecule, and starting with six A and six B molecules around each A and B molecule, we would find (Problem 9.1) that $\Delta W = -22(A - B)^2$ and that 22 A—A and 22 B—B ‘bonds’ have been formed on association. For the simplest case of two associating A molecules (Fig. 9.1c), we have $\Delta W = -n(A - B)^2$

Thus in general we may write

$$\Delta W = W_{\text{ass}} - W_{\text{disp}} = -n(A - B)^2$$

where $n$ is always equal to the number of like ‘bonds’ that have been formed in the process of association, irrespective of how many molecules are involved or their relative sizes (Fig. 9.1d). Since $(A - B)^2$ must always be positive we see that in general $\Delta W < 0$ (i.e., $W_{\text{ass}} < W_{\text{disp}}$). We may therefore conclude that the associated state of like molecules is energetically preferred to the dispersed state. In other words, there is always an effective attraction between like molecules or particles in a binary mixture.

Equation (9.3) can be developed further to provide more general insights into the interactions of like solute molecules and particles in a medium. First,
of a mixture of molecules A and B in equal amounts. If the molecules are randomly dispersed (Fig. 9.1a), then on average an A molecule will have both A and B molecules as nearest neighbours, and similarly for molecule B. However, if the molecules are associated, then the molecular organization of nearest neighbours around molecules A and B will be as in Fig. 9.1b. The difference in energy between the associated and dispersed clusters will therefore be \( \Delta W = -9(A - B)^2 \), where we note that in this two-dimensional case nine A—A 'bonds' and nine B—B 'bonds' have replaced 18 A—B 'bonds'. In three dimensions with 12 nearest neighbours around each central molecule, and starting with six A and six B molecules around each A and B molecule, we would find (Problem 9.1) that \( \Delta W = -22(A - B)^2 \) and that 22 A—A and 22 B—B 'bonds' have been formed on association. For the simplest case of two associating A molecules (Fig. 9.1c), we have \( \Delta W = -(A - B)^2 \).

Thus in general we may write

\[
\Delta W = W_{\text{ss}} - W_{\text{disp}} = -n(A - B)^2 \tag{9.3}
\]

where \( n \) is always equal to the number of like 'bonds' that have been formed in the process of association, irrespective of how many molecules are involved or their relative sizes (Fig. 9.1d). Since \( (A - B)^2 \) must always be positive we see that in general \( \Delta W < 0 \) (i.e., \( W_{\text{ss}} < W_{\text{disp}} \)). We may therefore conclude that the associated state of like molecules is energetically preferred to the dispersed state. In other words, there is always an effective attraction between like molecules or particles in a binary mixture.

Equation (9.3) can be developed further to provide more general insights into the interactions of like solute molecules and particles in a medium. First,
Eq. (9.3) may be expressed in a number of different forms:

\[
\Delta W = -n(A - B)^2 = -n(\sqrt{-W_{AA}} - \sqrt{-W_{BB}})^2 \tag{9.4}
\]

\[
= -n(A^2 + B^2 - 2AB) = n(W_{AA} + W_{BB} - 2W_{AB}) \tag{9.5}
\]

where \(\Delta W\) may be readily seen to be the same as the interaction pair potential \(w(\sigma)\) in the medium (at contact).

Second, since \(-nW_{AA}\) and \(-nW_{BB}\) are roughly proportional to the respective molar cohesion energies \(U_A\) and \(U_B\) we find that

\[
\Delta W \propto -(\sqrt{U_A} - \sqrt{U_B})^2 \tag{9.6}
\]

which is essentially the same in Eq. (6.39), previously derived for the specific case of dispersion forces. If \(W_{AA}\) and \(W_{BB}\) are sufficiently different (i.e., if the molecules are very different; for example, \(A\) polar, \(B\) non-polar), then \(\Delta W\) will be large enough to overcome the entropic drive to disorder resulting in a low solubility (immiscibility) or phase separation. The immiscibility of water and hydrocarbons and the 'like-dissolves-like' rule, previously discussed in Sections 6.7 and 6.8, are examples of this phenomenon. Furthermore, since \(\Delta W \propto n\), larger particles or polymers of higher molecular weight are more likely to phase separate than smaller particles or molecules, and indeed the vast majority of polymers are immiscible with each other.

Third, Eq. (9.4) shows that the value of \(\Delta W/n\) for molecules of type \(A\) coming into contact in medium \(B\) is the same as for the inverse case of molecules of type \(B\) associating in medium \(A\). This reciprocity property was previously noted for the specific case of van der Waals forces (Section 6.7).

Finally, Eq. (9.4) clearly shows that the interaction of two solute molecules in a solvent medium is intimately coupled to the strength of the solvent–solvent interaction. Thus, the attraction between two particles in water or between two protein molecules in a lipid bilayer is not independent of the surrounding water–water or lipid–lipid interactions.

While the above semiquantitative criteria have broad applicability, there are two very important exceptions: first, for the Coulomb interaction between charged atoms or ions, since the sign of \(\Delta W\) is reversed, the dispersed state (Fig. 9.1a) is the favoured one. Thus, in ionic crystals (e.g., Na⁺Cl⁻), the cations and anions are nearest neighbours in the lattice. Second, hydrogen-bonding molecules do not readily fall into this simple behaviour pattern because the strength of the H bond between two different molecules cannot be expressed simply in terms of \(W_{AB} = -AB\). For example, while an acetone molecule cannot form H bonds with another acetone molecule, it can do so with water via its C=O group, and for this reason, acetone is miscible with water. Such strongly hydrophilic groups or molecules (see Table 8.2) will repel each other in water due to their strong binding to water, and their specific solvation interactions in water, discussed in Chapters 8 and 13, cannot be described in terms of the simple equations presented here.

\[\Box\] WORKED EXAMPLE \[\Box\]

**Question:** Two macroscopic spherical particles of radius \(R\) are in adhesive contact as in Fig. 9.1d. What is their effective contact area?

**Answer:** This is a subtle problem. The answer depends on whether the forces are long-range or short-range compared to the sizes of the particles. However, since we are here considering adhesion, we may assume the forces to be of short range, effectively acting over a distance of the size of the solvent or particle molecules. Thus, referring to Fig. 9.2 (left), we need to determine the area that excludes solvent molecules, of radius \(a\), between the surfaces. That is, we need to determine \(\pi x^2\) in terms of \(R\) and \(a\).

From the geometric construction of Fig. 9.2 (right) we apply Pythagoras' theorem: \(AC^2 = AB^2 + BC^2 = AD^2 + BD^2 + BC^2 + DC^2\). Thus: \(4R^2 = a^2 + 2x^2 + (2R - a)^2\), which simplifies to

\[
x^2 = (2R - a)a \approx 2Ra \quad \text{for } R \gg a. \tag{9.7}
\]

This relation, known as the 'chord theorem', is important for deriving many of the equations in later chapters. Thus, for two large spheres in contact their effective 'area of contact' or effective 'interaction area' is given by \(\pi x^2 \approx 2\pi Ra\), where \(a\) is a measure of the range of the forces (usually of the order of molecular dimensions). Note that the effective area is proportional to \(R\).
Eq. (9.3) may be expressed in a number of different forms:

\[
\Delta W = -n(A - B)^{2} = -n\left(\sqrt{-W_{AA}} - \sqrt{-W_{BB}}\right)^{2} \tag{9.4}
\]

\[
= -n(A^{2} + B^{2} - 2AB) = n(W_{AA} + W_{BB} - 2W_{AB}) \tag{9.5}
\]

where \(\Delta W\) may be readily seen to be the same as the interaction pair potential \(\chi(\sigma)\) in the medium (at contact).

Second, since \(-nW_{AA}\) and \(-nW_{BB}\) are roughly proportional to the respective molar cohesion energies \(U_{A}\) and \(U_{B}\) we find that

\[
\Delta W \propto -(\sqrt{U_{A}} - \sqrt{U_{B}})^{2} \tag{9.6}
\]

which is essentially the same in Eq. (6.39), previously derived for the specific case of dispersion forces. If \(W_{AA}\) and \(W_{BB}\) are sufficiently different (i.e., if the molecules are very different; for example, \(A\) polar, \(B\) non-polar), then \(\Delta W\) will be large enough to overcome the entropic drive to disorder resulting in a low solubility (immiscibility) or phase separation. The immiscibility of water and hydrocarbons and the 'like-dissolves-like' rule, previously discussed in Sections 6.7 and 6.8, are examples of this phenomenon. Furthermore, since \(\Delta W \propto n\), larger particles or polymers of higher molecular weight are more likely to phase separate than smaller particles or molecules, and indeed the vast majority of polymers are immiscible with each other.

Third, Eq. (9.4) shows that the value of \(\Delta W/n\) for molecules of type \(A\) coming into contact in medium \(B\) is the same as for the inverse case of molecules of type \(B\) associating in medium \(A\). This reciprocity property was previously noted for the specific case of van der Waals forces (Section 6.7).

Finally, Eq. (9.4) clearly shows that the interaction of two solute molecules in a solvent medium is intimately coupled to the strength of the solvent–solvent interaction. Thus, the attraction between two particles in water or between two protein molecules in a lipid bilayer is not independent of the surrounding water–water or lipid–lipid interactions.

While the above semiquantitative criteria have broad applicability, there are two very important exceptions: first, for the Coulomb interaction between charged atoms or ions, since the sign of \(\Delta W\) is reversed, the dispersed state (Fig. 9.1a) is the favoured one. Thus, in ionic crystals (e.g., Na⁺Cl⁻), the cations and anions are nearest neighbours in the lattice. Second, hydrogen-bonding molecules do not readily fall into this simple behaviour pattern because the strength of the H bond between two different molecules cannot be expressed simply in terms of \(W_{AB} = -AB\). For example, while an acetone molecule cannot form H bonds with another acetone molecule, it can do so with water via its C=O group, and for this reason, acetone is miscible with water. Such strongly hydrophilic groups or molecules (see Table 8.2) will repel each other in water due to their strong binding to water, and their specific solvation interactions in water, discussed in Chapters 8 and 13, cannot be described in terms of the simple equations presented here.

**WORKED EXAMPLE**

**Question:** Two macroscopic spherical particles of radius \(R\) are in adhesive contact as in Fig. 9.1d. What is their effective contact area?

**Answer:** This is a subtle problem. The answer depends on whether the forces are long-range or short-range compared to the sizes of the particles. However, since we are here considering adhesion, we may assume the forces to be of short range, effectively acting over a distance of the size of the solvent or particle molecules. Thus, referring to Fig. 9.2 (left), we need to determine the area that excludes solvent molecules, of radius \(a\), between the surfaces. That is, we need to determine \(\pi x^{2}\) in terms of \(R\) and \(a\).

From the geometric construction of Fig. 9.2 (right) we apply Pythagoras' theorem: \(AC^{2} = AB^{2} + BC^{2} = AD^{2} + BD^{2} + BC^{2}\). Thus: \(4R^{2} = a^{2} + 2x^{2} + (2R - a)^{2}\), which simplifies to

\[
x^{2} = (2R - a)a \approx 2Ra \quad \text{for } R \gg a. \tag{9.7}
\]

This relation, known as the 'chord theorem', is important for deriving many of the equations in later chapters. Thus, for two large spheres in contact their effective 'area of contact' or effective 'interaction area' is given by \(\pi x^{2} \approx 2\pi Ra\), where \(a\) is a measure of the range of the forces (usually of the order of molecular dimensions). Note that the effective area is proportional to \(R\).
9.2 **Two Like Surfaces Coming Together in a Medium: Surface and Interfacial Energy**

The above approach may be readily applied to the interaction of two macroscopic surfaces in a liquid. Let us start with two flat surfaces of A, each of unit area, in a liquid B. We may equate $\Delta W$ of Eq. (9.5) with the (negative) free energy change of bringing these two surfaces into adhesive contact in the medium. This energy, or work, is defined as twice the interfacial energy $\gamma_{AB}$ of the A–B interface, which is positive by convention. Thus,

$$\Delta W = -2\gamma_{AB}. \tag{9.8}$$

The factor of two arises because by bringing these two surfaces into contact the two initially separate media of A have merged into one, so that we have effectively eliminated two unit areas of the A–B interface. Now, let there be $n$ bonds per unit area. In Eq. (9.5) $nW_{AA}$ is therefore the energy change of bringing unit area of A into contact with unit area of B in vacuum. This is known as the adhesion energy or work of adhesion per unit area of the A–B interface. Likewise, $nW_{AA}$ is the (negative) energy change of bringing unit area of A into contact with unit area of A in vacuum, known as the cohesion energy or work of cohesion. Note that two unit areas of A are eliminated in this process. By convention, the cohesion energy is related to the (positive) surface energy $\gamma_A$ by $nW_{AA} = -2\gamma_A$. Similarly, $nW_{BB} = -2\gamma_B$. These different surface energies will be discussed in more detail in Chapter 15; for the moment, we simply note that for two surfaces Eq. (9.5) may be expressed in the form

$$\gamma_{AB} = \gamma_A + \gamma_B - W_{AB} \quad \text{per unit area.} \tag{9.9}$$

This important thermodynamic relation is valid for both solid and liquid interfaces. It gives the free energy (always negative) of bringing unit areas of surfaces A into contact in liquid B, and vice versa, since $\gamma_{AB} = \gamma_{BA}$.

All the above equations belong to an important class of expressions known as combining relations or combining laws. They are extremely useful for deriving relationships between various energy terms in a complex system and are often used for obtaining approximate values for parameters that cannot be easily measured. For example, if we return to Eq. (9.4), we may also write it as

$$\Delta W = n(W_{AA} + W_{BB} - 2\sqrt{W_{AA}W_{BB}}) \tag{9.10}$$

so that Eq. (9.9) becomes

$$\gamma_{AB} = \gamma_A + \gamma_B - 2\sqrt{\gamma_A\gamma_B} = (\sqrt{\gamma_A} - \sqrt{\gamma_B})^2, \tag{9.11}$$

a useful expression that is often used to estimate the interfacial energy $\gamma_{AB}$ solely from the surface energies or surface tensions of the pure liquids $\gamma_A$ and $\gamma_B$, in the absence of any data on the energy of adhesion $W_{AB}$. We shall encounter these and other combining relations again later.

9.3 **Factors Favouring the Association of Unlike Molecules, Particles or Surfaces in a Third Medium**

Let us now proceed from two-component to three-component systems, starting with a consideration of the mixture shown in Fig. 9.3. For two unlike molecules or particles A and B coming together in the solvent medium composed of molecules of type C (Fig. 9.3a, b), we find

$$\Delta W = W_{AB} - W_{\text{dip}} \propto -AB - C^2 + AC + BC \propto -(A-C)(B-C). \tag{9.12}$$

This is a very interesting result because it shows that the energy of association can now be positive or negative. If positive, the particles effectively repel each other and therefore remain dispersed in medium C.

Let us see how an effective repulsion has arisen from interaction potentials that are all attractive to begin with. The phenomenon may be thought of as Archimedes' principle being applied to intermolecular forces. In gravitational forces we all know that iron sinks while wood rises in water. Thus, wood is effectively experiencing a repulsion from the earth when in water. This is because it is lighter than water, and if it were to descend, it would have to displace an equal volume of water and drive it upwards to replace the space previously occupied by the wood. Since water is denser and so more attracted to the earth than wood, the whole process would be energetically unfavourable, viz., the energy lost in water going up is not recovered by the energy gained in wood coming down. This displacement principle applies to all interactions, including intermolecular interactions.
It is a simple matter to show that for two spheres of different radii, \( R_1 \) and \( R_2 \), their effective interaction area is \( 4\pi R_1 R_2 a/(R_1 + R_2) \).

### 9.2 Two Like Surfaces Coming Together in a Medium: Surface and Interfacial Energy

The above approach may be readily applied to the interaction of two macroscopic surfaces in a liquid. Let us start with two flat surfaces of \( A \), each of unit area, in a liquid \( B \). We may equate \( \Delta W \) of Eq. (9.5) with the (negative) free energy change of bringing these two surfaces into adhesive contact in the medium. This energy, or work, is defined as twice the interfacial energy \( \gamma_{AB} \) of the \( A-B \) interface, which is positive by convention. Thus,

\[
\Delta W = -2\gamma_{AB}. \tag{9.8}
\]

The factor of two arises because by bringing these two surfaces into contact the two initially separate media of \( A \) have merged into one, so that we have effectively eliminated two unit areas of the \( A-B \) interface. Now, let there be \( n \) bonds per unit area. In Eq. (9.5) \( nW_{AB} \) is therefore the energy change of bringing unit area of \( A \) into contact with unit area of \( B \) in vacuum. This is known as the adhesion energy or work of adhesion per unit area of the \( A-B \) interface. Likewise, \( nW_{AA} \) is the negative energy change of bringing unit area of \( A \) into contact with unit area of \( A \) in vacuum, known as the cohesion energy or work of cohesion. Note that the two unit areas of \( A \) are eliminated in this process. By convention, the cohesion energy is related to the (positive) surface energy \( \gamma_A \) by \( nW_{AA} = -2\gamma_A \). Similarly, \( nW_{BB} = -2\gamma_B \). These different surface energies will be discussed in more detail in Chapter 15; for the moment, we simply note that for two surfaces Eq. (9.5) may be expressed in the form

\[
\gamma_{AB} = \gamma_A + \gamma_B - W_{AB} \quad \text{per unit area.} \tag{9.9}
\]

This important thermodynamic relation is valid for both solid and liquid interfaces. It gives the free energy (always negative) of bringing unit areas of surfaces \( A \) into contact in liquid \( B \), and vice versa, since \( \gamma_{AB} = \gamma_{BA} \).

All the above equations belong to an important class of expressions known as combining relations or combining laws. They are extremely useful for deriving relationships between various energy terms in a complex system and are often used for obtaining approximate values for parameters that cannot be easily measured. For example, if we return to Eq. (9.4), we may also write it as

\[
\Delta W = \pi(W_{AA} + W_{BB} - 2\sqrt{W_{AA} W_{BB}}) \tag{9.10}
\]

so that Eq. (9.9) becomes

\[
\gamma_{AB} = \gamma_A + \gamma_B - 2\sqrt{\gamma_A \gamma_B} = (\sqrt{\gamma_A} - \sqrt{\gamma_B})^2, \tag{9.11}
\]

a useful expression that is often used to estimate the interfacial energy \( \gamma_{AB} \) solely from the surface energies or surface tensions of the pure liquids, \( \gamma_A \) and \( \gamma_B \), in the absence of any data on the energy of adhesion \( W_{AB} \). We shall encounter these and other combining relations again later.

### 9.3 Factors Favouring the Association of Unlike Molecules, Particles or Surfaces in a Third Medium

Let us now proceed from two-component to three-component systems, starting with a consideration of the mixture shown in Fig. 9.3. For two unlike molecules or particles \( A \) and \( B \) coming together in the solvent medium composed of molecules of type \( C \) (Fig. 9.3a, b), we find

\[
\Delta W = W_{AA} - W_{AB} - 2\gamma_{AB} \propto AB - C^2 + AC + BC \propto -(A - C)(B - C). \tag{9.12}
\]

This is a very interesting result because it shows that the energy of association can now be positive or negative. If positive, the particles effectively repel each other and therefore remain dispersed in medium \( C \).

Let us see how an effective repulsion has arisen from interaction potentials that are all attractive to begin with. The phenomenon may be thought of as Archimedes' principle being applied to intermolecular forces. In gravitational forces we all know that iron sinks while wood rises in water. Thus, wood is effectively experiencing a repulsion from the earth when in water. This is because it is lighter than water, and if it were to descend, it would have to displace an equal volume of water and drive it upwards to replace the space previously occupied by the wood. Since water is denser and so more attracted to the earth than wood, the whole process would be energetically unfavourable, viz., the energy lost in water going up is not recovered by the energy gained in wood coming down. This displacement principle applies to all interactions, including intermolecular interactions.
9.4 PARTICLE–SURFACE INTERACTIONS

Let us now extend the above analysis to the case of a particle C near an interface dividing two immiscible liquid media A and B (Fig. 9.4). Four situations may arise:

(i) **Desorption**: the particle is repelled from the interface on either side of it (also known as 'negative adsorption');
(ii) **Adsorption**: the particle is attracted to the interface from either side;
(iii) and (iv) **Engulfing**: the particle is attracted from one side (left or right) but repelled from the other (right or left).

Now using Eq. (9.12) we may write for the energy change for the particle coming up to the interface:

\[ \Delta W \propto -(C - A)(B - A), \]

from the left: \( \Delta W_\text{left} \propto -(C - A)(B - A) \) \[ (9.13) \]

from the right: \( \Delta W_\text{right} \propto -(C - B)(A - B) \) \[ (9.14) \]

Thus the net energy change on taking the particle across the interface from right to left (Fig. 9.4b) is

\[ \Delta W_\text{net} \propto \Delta W_\text{right} - \Delta W_\text{left} \cong \gamma_{BC} - \gamma_{AC}. \]

(9.15)

The above equation predicts the following: first, if \( A > C > B \) or \( A < C < B \), the particle will be attracted to the interface from either side, leading to adsorption. As can be seen, this will occur if the particle’s properties C are intermediate between those of the two solvent media. The adsorption of amphiphilic molecules at hydrocarbon–water interfaces is an example of such a phenomenon. Amphiphilic molecules such as detergents and surfactants (from the words 'surface-active') are partly hydrophilic and partly hydrophobic and so have properties intermediate between the two liquids.

Second, if \( A > B > C \) or \( A < B < C \) (B intermediate), the particle will be attracted to the interface from the left but repelled from the right (engulfing), while if \( B > A > C \) or \( B < A < C \) (A intermediate), it will be attracted from the right but repelled from the left (reverse engulfing or ejection). Now since these six combinations exhaust all the possibilities, we see that repulsion from both sides of an interface (i.e., negative adsorption from both sides)
9.4 PARTICLE–SURFACE INTERACTIONS

Let us now extend the above analysis to the case of a particle C near an interface dividing two immiscible liquid media A and B (Fig. 9.4). Four situations may arise:
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cannot occur and that either adsorption or engulfing will be the rule. It is for this reason that surfaces are so prone to adsorbing molecules or particles from vapour or solution. Indeed, if a medium B is a vapour \( (B \approx 0) \), then we must have \( A > C > B \) or \( C > A > B \), both of which result in a net attraction of gaseous molecules C towards the surface of A, i.e., vapour molecules will always be attracted to a surface.

### 9.5 Adsorbed Surface Films: Wetting and Non-wetting

The above examples and Fig. 9.4 apply only to isolated molecules of C, in other words, they apply only to concentrations of C below its solubility in media A and B. At higher concentrations the molecules or particles of C may associate into a separate phase on one or the other side of the A–B interface, or they may build up at the interface.

Which of these happens depends on the relative magnitudes of \( A \), \( B \) and \( C \). In this final section we shall consider the factors favouring the formation of thick adsorbed films on a solid surface.

In Fig. 9.5a we have, initially, a solid surface of A in contact with a binary liquid mixture of molecules C and B. Again there are three possibilities:

(i) For C intermediate between A and B, molecules C will be attracted to A while molecules B will be repelled from it, and an adsorbed monolayer or film of C will be energetically favourable (Fig. 9.5b). In this case C is said to wet the surface.

(ii) For B intermediate between A and C, the roles of B and C are reversed, favouring adsorption of B and negative adsorption of C (Fig. 9.5c). In this case C unverts the surface (while B will wet the surface if C is the solvent).

(iii) Finally, when A is intermediate, both molecules B and C are attracted to the solid surface. Under such circumstances no uniformly adsorbed film of B or C will form, but different regions of the interface will collect macroscopic droplets of the B or C phase (Fig. 9.5d). This is known as partial wetting or non-wetting.

It is left as an exercise for the interested reader to ascertain that when the total surface energies of the whole system is minimized, the contact angle \( \theta \) formed by these droplets (Fig. 9.5d) is given by

\[
\cos \theta = \frac{(B + C - 2A)}{(B - C)}
\]  

\[ (9.16) \]
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The purpose of the phenomenological discussion of this chapter is to illustrate how a few basic notions concerning two-particle interaction energies can be applied to progressively more complex situations, and vice versa (i.e., how fairly complex situations can arise from, and be understood in terms of, the simplest possible pair potential, Eq. (9.2)). However, this type of non-specific approach, while conceptually useful, has its limits in that it does not take into account the way interaction energies vary with distance. Two particles or surfaces may have an adhesive energy minimum at contact, but if the force law is not monotonic—it may be repulsive before it becomes attractive closer in—the particles will remain separated (i.e., they effectively repel each other). Only a quantitative analysis in terms of the magnitudes of the operative forces and their distance dependence can provide a full understanding of interparticle and interfacial phenomena.

**PROBLEMS AND DISCUSSION TOPICS**

9.1 In the legend to Fig. 9.1(a) and (b) it is shown that in two dimensions the associated state (b) is energetically more favourable than the dispersed state (a) by a factor of $-9(A - B)$. Calculate this energy in the case of three dimensions, i.e. for a spherical cluster of 12 molecules surrounding the central molecule.

*Answer: $-22(A - B)^2$.*

9.2 Derive Eq. (9.16). (Hint: One way of solving this problem is to consider Fig. 9.5(d) and first show that the curved and flat areas, $A_c$ and $A_t$, of a truncated sphere of constant volume are related to each other according to $dA_c/dA_t = \cos \theta$.)

9.3 Two immiscible liquids B and C are in contact with a solid surface A where there is a finite contact angle $\theta$ between the B–C interface and A (as in Fig. 9.5d). Would you expect $\theta$ to change as one approaches the critical point of the B–C system, and if so how?

9.4 Describe what happens to the distribution of B and C molecules near the solid surface of A in Fig. 9.5 if B and C are miscible?
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9.1 In the legend to Fig. 9.1(a) and (b) it is shown that in two dimensions the associated state (b) is energetically more favourable than the dispersed state (a) by a factor of $-9(A - B)^2$. Calculate this energy in the case of three dimensions, i.e. for a spherical cluster of 12 molecules surrounding the central molecule.

*(Answer: $-22(A - B)^2$)*

9.2 Derive Eq. (9.16). *(Hint: One way of solving this problem is to consider Fig. 9.5(d) and first show that the curved and flat areas, $A_c$ and $A_r$, of a truncated sphere of constant volume are related to each other according to $dA_r/dA_c = \cos \theta$)*
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Chapter 10

CONTRASTS BETWEEN INTERMOLECULAR, INTERPARTICLE
AND INTERSURFACE FORCES

10.1 SHORT-RANGE AND LONG-RANGE EFFECTS OF A FORCE

We are told that when an apple fell on Newton's head it set in motion a thought process that eventually led Newton to formulate the law of gravity. The conceptual breakthrough in this discovery was the recognition that the force that causes apples to fall is the same force that holds the moon in a stable orbit around the earth.

On earth, gravity manifests itself in many different ways: in determining the height of the atmosphere; the capillary rise of liquids, and the behaviour of waves and ripples. In biology it decrees that animals that live in the sea (where the effect of gravity is almost negligible) can be larger than the largest possible land animal; that heavy land animals such as elephants must have short thick legs while a man or a spider can have proportionately long thin legs; that larger birds must have progressively larger wings (e.g., eagles and storks) while smaller birds, flies and bees can have relatively small light wings; that only small animals can carry many times their own weight (e.g., ants), and much else (Thompson, 1968). But beyond the immediate vicinity of the earth's surface and out to the outer reaches of space this same force now governs the orbits of planets, the shapes of nebulae and galaxies, the rate of expansion of the universe, and, ultimately, its age. The first group of phenomena—those occurring locally on the earth's surface—may be thought of as the short-range effects of the gravitational force, while the second and very different types of phenomena occurring on a cosmological scale may be thought of as the long-range effects of gravity.

Intermolecular forces are no less versatile in the way the same force can have very different effects at short and long range, though here 'short range' usually means at or very close to molecular contact (< 1 nm) while 'long-range' forces are rarely important beyond 100 nm (0.1 μm). In Part I we saw that the properties of gases and the cohesive strengths of condensed phases are determined mainly by the interaction energies of molecules in contact ω(σ), i.e., molecules interacting with their immediate neighbours. For example, the van der Waals pair energy of two neighbouring molecules is at least 64 times stronger than that between next nearest neighbours (1/σ⁶ compared to 1/(2r)³). Only the Coulomb interaction is effectively long ranged in that the energy decays slowly, as 1/r, and remains strong at large distances. However, in a medium of high dielectric constant such as water the strength of the Coulomb interaction is much reduced as is its range due to electroneutrality and ionic screening effects (Chapter 12).

We may therefore conclude that apart from ionic crystals (Chapter 3) the properties of solids and liquids are determined mainly by the molecular binding forces, i.e., by the strength of the interactions at or very near molecular contact, the long-range nature of the interaction (e.g., the exact distance dependence of the force law) playing only a minor role.

A very different situation arises when we consider the interactions of macroscopic particles or surfaces, for now when all the pair potentials between the molecules in each body is summed we shall find (i) that the net interaction energy is proportional to the size (e.g. radius) of the particles, so that the energy can be very much larger than kT even at separations of 100 nm or more, and (ii) that the energy and force decay much more slowly with the separation. All these characteristics make the interactions between macroscopic bodies effectively of much longer range than those between molecules even though the same basic type of force may be operating in each case.

Furthermore, if the force law is not monotonic (not purely attractive or repulsive) then all manner of behaviour may arise depending on the specific form of the long-range distance dependence of the interaction. This is illustrated in Fig. 10.1. For example, consider the purely attractive interaction of Fig. 10.1a. If both molecules and particles experience the same type of interaction, both will be attracted to each other, and the thermodynamic properties of an assembly of molecules in the gas or condensed phase will be determined by the depth of the potential well at contact, as will the adhesion energy of two particles. However, for the energy law in Fig. 10.1b two molecules will still attract each other since the energy barrier is negligibly small compared to kT, but two macroscopic particles will effectively repel each other since the energy barrier is now too high to surmount. Under such circumstances particles dissolved in a medium will remain dispersed even though the ultimate thermodynamic equilibrium state is the aggregated state.

We thus encounter another important difference between molecular and particle interactions, namely, that particles can be (and often are) trapped in some kinetic or metastable state if there is a sufficiently high energy barrier that prevents them from accessing all parts of their interaction potential over
phases are determined mainly by the interaction energies of molecules in contact \( \omega(\sigma) \), i.e., molecules interacting with their immediate neighbours. For example, the van der Waals pair energy of two neighbouring molecules is at least 64 times stronger than that between next nearest neighbours (1/\( \sigma^6 \) compared to 1/(2\( \sigma^8 \))). Only the Coulomb interaction is effectively long ranged in that the energy decays slowly, as 1/r, and remains strong at large distances. However, in a medium of high dielectric constant such as water the strength of the Coulomb interaction is much reduced as is its range due to electroneutrality and ionic screening effects (Chapter 12).

We may therefore conclude that apart from ionic crystals (Chapter 3) the properties of solids and liquids are determined mainly by the molecular binding forces, i.e., by the strength of the interactions at or very near molecular contact, the long-range nature of the interaction (e.g., the exact distance dependence of the force law) playing only a minor role.

A very different situation arises when we consider the interactions of macroscopic particles or surfaces, for now when all the pair potentials between the molecules in each body is summed we shall find (i) that the net interaction energy is proportional to the size (e.g., radius) of the particles, so that the energy can be very much larger than \( kT \) even at separations of 100 nm or more, and (ii) that the energy and force decay much more slowly with the separation. All these characteristics make the interactions between macroscopic bodies effectively of much longer range than those between molecules even though the same basic type of force may be operating in each case.

Furthermore, if the force law is not monotonic (not purely attractive or repulsive) then all manner of behaviour may arise depending on the specific form of the long-range distance dependence of the interaction. This is illustrated in Fig. 10.1. For example, consider the purely attractive interaction of Fig. 10.1a. If both molecules and particles experience the same type of interaction, both will be attracted to each other, and the thermodynamic properties of an assembly of molecules in the gas or condensed phase will be determined by the depth of the potential well at contact, as will the adhesion energy of two particles. However, for the energy law in Fig. 10.1b two molecules will still attract each other since the energy barrier is negligibly small compared to \( kT \) but two macroscopic particles will effectively repel each other since the energy barrier is now too high to surmount. Under such circumstances particles dissolved in a medium will remain dispersed even though the ultimate thermodynamic equilibrium state is the aggregated state.

We thus encounter another important difference between molecular and particle interactions, namely, that particles can be (and often are) trapped in some kinetic or metastable state if there is a sufficiently high energy barrier that prevents them from accessing all parts of their interaction potential over
some reasonable time period. Figure 10.1 illustrates some other types of commonly occurring intermolecular and intersurface potential functions and the different effects they can have on molecule–molecule and particle–particle interactions. In the following chapters we shall see how such interaction potentials actually arise in different systems.
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**Fig. 10.1.** Typical interaction potentials encountered between molecules and macroscopic particles in a medium. (a) This potential is typical of vacuum interactions but is also common in liquids. Both molecules and particles attract each other. (b) Molecules attract each other; particles effectively repel each other. (c) Weak minimum. Molecules repel, particles attract. (d) Molecules attract strongly, particles attract weakly. (e) Molecules attract weakly, particles attract strongly. (f) Molecules repel, particles repel.

**WORKED EXAMPLE**

**Question:** Consider a 10% by weight dispersion of glass particles of radius \( a = 100 \text{ nm} \) in water at room temperature interacting via a potential as shown in Fig. 10.1b. Estimate what the energy barrier would have to be (in units of \( kT \)) for the particles to remain dispersed over a period of one day.

**Answer:** The mean Brownian velocity, \( \nu \), per particle will be given by \( \frac{1}{2} m v^2 \approx kT \), where \( m = 1.3 \times 10^{-17} \text{ kg} \) is the particle mass (assuming a density of \( 3 \times 10^3 \text{ kg m}^{-3} \)). Thus we obtain \( \nu = 0.025 \text{ m s}^{-1} \). The number of particles per unit volume is \( 8 \times 10^{18} \text{ m}^{-3} \), so that their mean separation is about \( 5 \times 10^{-7} \text{ m} \) (500 nm). Thus the time between collisions will be about \( 5 \times 10^{-7}/0.025 = 2 \times 10^{-5} \text{ s} \), so that the number of collisions per day will be \( 60 \times 60 \times 24/2 \times 10^{-5} \approx 4 \times 10^6 \). We therefore require the condition that the probability of two colliding particles overcoming their energy barrier \( \Delta W \) should be less than \( 1/(4 \times 10^6) = 2.5 \times 10^{-10} \). Putting \( 2.5 \times 10^{-10} = e^{-\Delta W/kT} \) we obtain \( \Delta W/kT = 22 \). Thus the energy barrier should be in excess of about \( 22kT \) to ensure kinetic stability, i.e. that most of the particles remain dispersed, over a 24 h period. (Note: a more rigorous calculation shows that the collision rate would be significantly lower due to viscous drag effects, and that an energy barrier of only \( 16kT \) is needed to keep the system stable.)

The interactions of 'soft' particles, e.g. those composed of flexible surfactant or polymer molecules, are particularly subtle due to the interplay of the short-range and long-range forces. The sizes and shapes of such 'self-assembling' molecular aggregates are regulated by the short-range interactions between the molecules, which are sensitive to electrolyte concentration, pH, temperature, etc. On the other hand, the long-range interactions between these aggregates—which determine whether they will attract or repel each other—are also sensitive to these variables. Thus, different parts of the intermolecular interaction potential govern very different properties in these systems. The interdependence of short-range and long-range forces and, consequently, of intraparticle and interparticle forces is discussed in Part III.

### 10.2 Interaction Potentials between Macroscopic Bodies

In this section we shall relate the pair interaction between two molecules to the interaction between a molecule and a flat surface, between two spherical particles (or two curved surfaces), between a spherical particle and a flat surface, and between two flat surfaces.

**Molecule–surface interaction**

Let us once again assume that the pair potential between two atoms or small molecules is purely attractive and of the form \( w(r) = -C/r^n \). Then, with the further assumption of additivity, the net interaction energy of a molecule and the planar surface of a solid made up of like molecules (Fig. 10.2a) will be the sum of its interactions with all the molecules in the body. For molecules in a circular ring of cross-sectional area \( dx \ dx \) and radius \( x \), the ring volume...
of $3 \times 10^3$ kg m$^{-3}$). Thus we obtain $v = 0.025$ m s$^{-1}$. The number of particles per unit volume is $8 \times 10^{18}$ m$^{-3}$, so that their mean separation is about $5 \times 10^{-7}$ m (500 nm). Thus the time between collisions will be about $5 \times 10^{-7}/0.025 = 2 \times 10^{-5}$ s, so that the number of collisions per day will be $60 \times 60 \times 24/2 \times 10^{-5} \approx 4 \times 10^2$. We therefore require the condition that the probability of two colliding particles overcoming their energy barrier $\Delta W$ should be less than $1/(4 \times 10^9) = 2.5 \times 10^{-10}$. Putting $2.5 \times 10^{-10} = e^{-\Delta W/kT}$ we obtain $\Delta W/kT = 22$. Thus the energy barrier should be in excess of about $22kT$ to ensure kinetic stability, i.e. that most of the particles remain dispersed, over a 24 h period. (Note: a more rigorous calculation shows that the collision rate would be significantly lower due to viscous drag effects, and that an energy barrier of only 16 $kT$ is needed to keep the system stable.)

The interactions of 'soft' particles, e.g. those composed of flexible surfactant or polymer molecules, are particularly subtle due to the interplay of the short-range and long-range forces. The sizes and shapes of such 'self-assembling' molecular aggregates are regulated by the short-range interactions between the molecules, which are sensitive to electrolyte concentration, pH, temperature, etc. On the other hand, the long-range interactions between these aggregates—those that determine whether they will attract or repel each other—are also sensitive to these variables. Thus, different parts of the intermolecular interaction potential govern very different properties in these systems. The interdependence of short-range and long-range forces and, consequently, of intraparticle and interparticle forces is discussed in Part III.

### 10.2 Interaction Potentials Between Macroscopic Bodies

In this section we shall relate the pair interaction between two molecules to the interaction between a molecule and a flat surface, between two spherical particles (or two curved surfaces), between a spherical particle and a flat surface, and between two flat surfaces.

**Molecule–surface interaction**

Let us once again assume that the pair potential between two atoms or small molecules is purely attractive and of the form $w(r) = -C/r^6$. Then, with the further assumption of additivity, the net interaction energy of a molecule and the planar surface of a solid made up of like molecules (Fig. 10.2a) will be the sum of its interactions with all the molecules in the body. For molecules in a circular ring of cross-sectional area $dx \, dz$ and radius $x$, the ring volume
which for \( n = 6 \) (van der Waals forces) becomes

\[
w(D) = -\pi C \rho / 6D^3.
\]  

(10.2)

The corresponding force, \( F = \partial w(D) / \partial D = -\pi C \rho / 2D^4 \), could of course have been derived in a similar way by summing (integrating) all the pair forces resolved along the \( z \) axis.

**Sphere–surface and sphere–sphere interaction**

We can now calculate the interaction energy of a large sphere of radius \( R \) and a flat surface (Fig. 10.2b). First, from the chord theorem, Eq. (9.7), we know that for the circle: \( x^2 = (2R - z)z \). The volume of a thin circular section of area \( \pi x^2 \) and thickness \( dz \) is therefore \( \pi x^2 dz = \pi (2R - z)z dz \), so that the number of molecules contained within this section is \( \pi \rho (2R - z)z dz \), where \( \rho \) is the number density of molecules in the sphere. Since all these molecules are at a distance \( (D + z) \) from the planar surface, the net interaction energy is, using Eq. (10.1),

\[
W(D) = -\frac{2\pi^2 C \rho^2}{(n - 2)(n - 3)} \int_{z=0}^{2R} \frac{(2R - z)z dz}{(D + z)^{n-3}}. 
\]  

(10.3)

For \( D \ll R \), only small values of \( z (z \approx D) \) contribute to the integral, and we obtain\(^1\)

\[
W(D) = -\frac{2\pi^2 C \rho^2}{(n - 2)(n - 3)} \int_{0}^{2R} \frac{2Rz dz}{(D + z)^{n-3}} = -\frac{4\pi^2 C \rho^2 R}{(n - 2)(n - 3)(n - 4)(n - 5)D^{n-5}}, 
\]  

(10.4)

which for \( n = 6 \) (van der Waals forces) becomes

\[
W(D) = -\pi^2 C \rho^2 R / 6D. 
\]  

(10.5)

Note that the interaction energy is proportional to the radius of the sphere and that it decays as \( 1/D \), very much slower than the \( 1/r^6 \) dependence of the intermolecular pair interaction.

\(^1\)To avoid confusion we shall use \( W \) and \( D \) to denote the interaction free energies of macroscopic bodies whose surfaces are at a distance \( D \) apart, reserving \( w \) and \( r \) for the interactions of atoms and molecules.
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The corresponding force, \( F = \partial w(D)/\partial D = -\pi C\rho / 2D^4 \), could of course have been derived in a similar way by summing (integrating) all the pair forces resolved along the \( z \) axis.

**Sphere–surface and sphere–sphere interaction**

We can now calculate the interaction energy of a large sphere of radius \( R \) and a flat surface (Fig. 10.2b). First, from the chord theorem, Eq. (9.7), we know that for the circle: \( x^2 = (2R - z)z \). The volume of a thin circular section of area \( \pi x^2 \) and thickness \( dz \) is therefore \( \pi x^2 \, dz = \pi (2R - z)z \, dz \), so that the number of molecules contained within this section is \( \pi (2R - z)z \, dz \), where \( \rho \) is the number density of molecules in the sphere. Since all these molecules are at a distance \( (D + z) \) from the planar surface, the net interaction energy is, using Eq. (10.1),

\[
W(D) = -\frac{2\pi^2 C\rho^2}{(n-2)(n-3)} \int_{z=0}^{z=2R} \frac{(2R - z)z \, dz}{(D + z)^{n-3}}.
\]  

(10.3)

For \( D \ll R \), only small values of \( z \) \((z \approx D)\) contribute to the integral, and we obtain\(^1\)

\[
W(D) = -\frac{2\pi^2 C\rho^2}{(n-2)(n-3)} \left( \frac{2Rz}{D} \right) \int_{z=0}^{z=2R} \frac{dz}{(D + z)^{n-3}}
\]

\[= -\frac{4\pi^2 C\rho^2 R}{(n-2)(n-3)(n-4)(n-5)D^{n-5}},\]  

(10.4)

which for \( n = 6 \) (van der Waals forces) becomes

\[
W(D) = -\pi^2 C\rho^2 R / 6D.
\]  

(10.5)

Note that the interaction energy is proportional to the radius of the sphere and that it decays as \( 1/D \), very much slower than the \( 1/r^6 \) dependence of the intermolecular pair interaction.

\(^1\)To avoid confusion we shall use \( W \) and \( D \) to denote the interaction free energies of macroscopic bodies whose surfaces are at a distance \( D \) apart, reserving \( w \) and \( r \) for the interactions of atoms and molecules.
For $D > R$, we may replace $(D + z)$ in the denominator of Eq. (10.3) by $D$, and we then obtain

$$W(D) = -\frac{2\pi^2C\rho^2}{(n - 2)(n - 3)} \int_0^{2R} \frac{(2R - z)z dz}{D^{n-3}} = -\frac{2\pi C\rho(4\pi R^3\rho/3)}{(n - 2)(n - 3)D^{n-3}}.$$  \hspace{1cm} (10.6)

Since $4\pi R^3\rho/3$ is simply the number of molecules in the sphere, the above is essentially the same as Eq. (10.1) for the interaction of a molecule (or small sphere) with a surface. It is left as an exercise for the interested reader to show that for two spheres of equal radii $R$ whose surfaces are at a small distance $D$ apart ($R > D$), their interaction energy is one half that given by Eq. (10.4) or (10.5), while for two spheres far apart ($D > R$) the energy varies as $-1/D^n$ as for two molecules. At intermediate separations ($R \approx D$) the expression for the interaction potential is more complicated but remains analytic (Hamaker, 1937).

Surface–surface interactions

Let us now calculate the interaction energy of two planar surfaces a distance $D$ apart. For two infinite surfaces, the result will be infinity, and so we have to consider the energy per unit surface area. Let us start with a thin sheet of molecules of unit area and thickness $dz$ at a distance $z$ away from an extended surface of larger area (Fig. 10.2c). From Eq. (10.1) the interaction energy of this sheet with the surface is $-2\pi C\rho(z dz)/(n - 2)(n - 3)z^{n-3}$. Thus, for the two surfaces, we have

$$W(D) = -\frac{2\pi C\rho^2}{(n - 2)(n - 3)} \int_D^\infty \frac{z^{n-3}}{D^{n-4}} dz = -\frac{2\pi C\rho^2}{(n - 2)(n - 3)(n - 4)D^{n-4}}.$$  \hspace{1cm} (10.7)

which for $n = 6$ becomes

$$W(D) = -\frac{\pi C\rho^2}{12D^2} \text{ per unit area.}$$  \hspace{1cm} (10.8)

It is important to note that Eqs (10.7) and (10.8) are for unit area of one surface interacting with an infinite area of another surface. In practice this usually amounts to two unit areas of both surfaces, but it is strictly applicable only when $D$ is small compared to the lateral dimensions of the surfaces.

10.3 Effective Interaction Area of Two Spheres: the Langbein Approximation

When two large spheres or a sphere and a flat surface are close together, one sometimes wants to know what is their ‘effective area’ of interaction. First, we may note that no matter how large a sphere becomes it never approaches the behaviour of a flat surface. Its interaction energy will increase linearly with radius $R$ (Eq. (10.4)), but the distance dependence of the interaction will not change to that corresponding to two planar surfaces. However, the concept of an effective ‘interaction zone’ and effective ‘interaction area’, $A_{\text{eff}}$, are useful. If we compare Eq. (10.4) for a sphere near a surface with Eq. (10.7) for two surfaces, we find that the interaction of a sphere and a surface is the same as that of two planar surfaces at the same surface separation $D$ if their area is

$$A_{\text{eff}} = \frac{2\pi RD}{(n - 5)} = \frac{2\pi RD}{n - 6} \quad \text{for} \quad n = 6.$$  \hspace{1cm} (10.9)

From Fig. 10.2b and Eq. (9.7) this area is simply equal to $\pi x^2$ when $z = D$ (so long as $R > D$). In other words, the effective area of interaction of a sphere with a surface is the circular zone centred at a distance $-D$ from the surface (inside the sphere). This is known as the Langbein approximation.

The effective area of interaction increases linearly with both $R$ and $D$ as may be expected. For example, for a sphere of radius $R = 1$ \text{nm} at a distance $D = 1$ \text{nm} from a wall, the effective interaction area is about $2\pi RD \approx 10^{-14}$ \text{m}^2 or 10 000 \text{nm}^2, which corresponds to an area of radius $\sim 45$ \text{nm}. At contact, when $D \approx 0.3$ \text{nm}, this radius falls to 25 \text{nm}, though in practice elastic flattening generally significantly increases the contact area (see Section 15.5).

10.4 Interactions of Large Bodies Compared to Those Between Molecules

The geometries analysed above are the most commonly encountered. In the next chapter we shall look specifically at the van der Waals interactions of these and of other geometries as well (e.g., cylinders). Meanwhile, let us consider some of the implications of the interaction potentials obtained so far.

First we may note that for two macroscopic bodies, the interaction energy generally decays much more slowly with distance than it does for two molecules. For example, whereas the van der Waals energy between atoms
For $D \gg R$, we may replace $(D + z)$ in the denominator of Eq. (10.3) by $D$, and we then obtain

$$W(D) = \frac{-2n^2C\rho^2}{(n-2)(n-3)} \int_0^{2R} (2R - z) \, dz = \frac{-2nC\rho(4\pi R^3 \rho / 3)}{(n-2)(n-3)D^n}.$$  

(10.6)

Since $4\pi R^3 \rho / 3$ is simply the number of molecules in the sphere, the above is essentially the same as Eq. (10.1) for the interaction of a molecule (or small sphere) with a surface. It is left as an exercise for the interested reader to show that for two spheres of equal radii $R$ whose surfaces are at a small distance $D$ apart ($R \gg D$), their interaction energy is one half that given by Eq. (10.4) or (10.5), while for two spheres far apart ($D \gg R$) the energy varies as $-\frac{1}{D^9}$ as for two molecules. At intermediate separations ($R \approx D$) the expression for the interaction potential is more complicated but remains analytic (Hamaker, 1937).

Surface–surface interactions

Let us now calculate the interaction energy of two planar surfaces a distance $D$ apart. For two infinite surfaces, the result will be infinity, and so we have to consider the energy per unit surface area. Let us start with a thin sheet of molecules of unit area and thickness $dz$ at a distance $z$ away from an extended surface of larger area (Fig. 10.2c). From Eq. (10.1) the interaction energy of this sheet with the surface is $-2nC\rho \, dz / (n-2)(n-3) z^3$. Thus, for the two surfaces, we have

$$W(D) = \frac{-2nC\rho^2}{(n-2)(n-3)} \int_0^D z^3 \, dz = \frac{-2nC\rho^2}{(n-2)(n-3)(n-4)D^n}.$$  

(10.7)

which for $n = 6$ becomes

$$W(D) = -\frac{\pi C\rho^2}{12D^2} \text{ per unit area.}$$  

(10.8)

It is important to note that Eqs (10.7) and (10.8) are for unit area of one surface interacting with an infinite area of another surface. In practice this usually amounts to two unit areas of both surfaces, but it is strictly applicable only when $D$ is small compared to the lateral dimensions of the surfaces.

10.3 Effective Interaction Area of Two Spheres: The Langbein Approximation

When two large spheres or a sphere and a flat surface are close together, one sometimes wants to know what is their 'effective area' of interaction. First, we may note that no matter how large a sphere becomes it never approaches the behaviour of a flat surface. Its interaction energy will increase linearly with radius $R$ (Eq. (10.4)), but the distance dependence of the interaction will not change to that corresponding to two planar surfaces. However, the concept of an effective 'interaction zone' and effective 'interaction area', $A_{\text{eff}}$, are useful. If we compare Eq. (10.4) for a sphere near a surface with Eq. (10.7) for two surfaces, we find that the interaction of a sphere and a surface is the same as that of two planar surfaces at the same surface separation $D$ if their area is

$$A_{\text{eff}} = 2\pi RD / (n - 5) = 2\pi RD \text{ for } n = 6.$$  

(10.9)

From Fig. 10.2b and Eq. (9.7) this area is simply equal to $\pi x^2$ when $z = D$ (so long as $R \gg D$). In other words, the effective area of interaction of a sphere with a surface is the circular zone centred at a distance $D$ from the surface inside the sphere. This is known as the Langbein approximation.

The effective area of interaction increases linearly with both $R$ and $D$ as may be expected. For example, for a sphere of radius $R = 1 \mu$m at a distance $D = 1$ nm from a wall, the effective interaction area is about $2\pi RD \approx 10^{-14}$ m² or 10 000 nm², which corresponds to an area of radius $\sim 45$ nm. At contact, when $D \approx 0.3$ nm, this radius falls to 25 nm, though in practice elastic flattening generally significantly increases the contact area (see Section 15.5).

10.4 Interactions of Large Bodies Compared to Those Between Molecules

The geometries analysed above are the most commonly encountered. In the next chapter we shall look specifically at the van der Waals interactions of these and of other geometries as well (e.g., cylinders). Meanwhile, let us consider some of the implications of the interaction potentials obtained so far.

First we may note that for two macroscopic bodies, the interaction energy generally decays much more slowly with distance than it does for two molecules. For example, whereas the van der Waals energy between atoms
and molecules is of short range, having an inverse sixth-power distance dependence, the van der Waals energy between large condensed bodies decays more slowly with distance (cf. 1/D for spheres, 1/D^2 for planar surfaces) and is effectively of much longer range. This is yet another manifestation of the long-range nature of interparticle forces.

Second, the van der Waals interaction energy of a small molecule of diameter \( \sigma \) with a wall is given by Eq. (10.2) as \( w(D) = -\pi \sigma \rho / 6D^3 \). At contact we may put \( D \approx \sigma \) and \( \rho \approx \sqrt{2}/\sigma^3 \) (corresponding to a close packed solid) and obtain

\[
w(\sigma) = -\sqrt{2} \pi C / 6 \sigma^6 \approx -0.74 C / \sigma^6 \quad (10.10)
\]

which is of the same order as \( -C / \sigma^6 \) for two small molecules in contact. Likewise, for a sphere of atomic dimensions \( R = \sigma / 2 \) in contact with a wall \( (D = \sigma) \), we find from Eq. (10.5) that

\[
W(\sigma) \approx -2 \pi C / 12 \sigma^6 \approx -1.6 C / \sigma^6, \quad (10.11)
\]

while for two spheres

\[
W(\sigma) \approx -0.8 C / \sigma^6, \quad (10.12)
\]

which again are very close to the molecule–molecule pair potential at contact. However, once the size of a sphere increases above atomic dimensions (i.e., once \( R > \sigma \)), then at contact \( (D = \sigma) \) Eq. (10.5) becomes

\[
W(\sigma) \approx -2 \pi C R / 6 \sigma^7 \approx -1.62 \pi C R / \sigma^6, \quad (10.11)
\]

which reduces to Eq. (10.11) only for small radii, of order \( R \approx \sigma / 2 \approx 0.1-0.2 \) nm, but which increases linearly with \( R \) for larger spheres. Likewise for the interaction of two spheres. This is an important result. It shows that for diameters 2R beyond about 0.5 nm, a molecule must already be considered as a (small) particle or else the strength of its interaction will be underestimated. The higher strength of the measured interaction between large molecules over that predicted on the assumption that \( D = 2R \) was seen in Table 6.1 for CCl₄ but not for the smaller molecules. In conclusion, while for two atoms or small molecules the contact interaction energy has no explicit size dependence, that between larger particles increases linearly with their radius.

As regards the stabilizing repulsive forces between large bodies, these too manifest themselves in quite different ways when acting between macroscopic bodies. While the short-range steric or Born repulsion between individual molecules may remain the same (see Problem 10.5), large spheres will deform elastically or even plastically when in contact under a large adhesive force. The stabilizing repulsive forces of macroscopic particles therefore also involve the elastic properties of the materials (discussed further in Chapters 15 and 18).

### 10.5 Interaction Energies and Interaction Forces: The Derjaguin Approximation

So far we have been dealing mainly with interaction energies rather than the forces experienced by molecules and particles. This is because most experimental data on molecular interactions are of a thermodynamic nature and therefore more readily understood in terms of interaction energies, as we saw in Part I. However, between macroscopic bodies it is the forces between them that are often easier to measure, and of greater interest, than their interaction energies.

It is therefore desirable to be able to relate the force law \( F(D) \) between two curved surfaces to the interaction free energy \( W(D) \) between two planar surfaces. Luckily, a simple relation exists for the two geometries most commonly encountered, viz. two flat surfaces and two spheres (a sphere near a flat surface being a special case of two spheres with one sphere very much larger than the other). A glance at Eq. (10.4) shows that for the additive intermolecular pair potential \( w(r) = -C/r^6 \), the value of \( F(D) \) for a sphere near a flat surface is

\[
F(D) = -\frac{\partial W(D)}{\partial D} = -\frac{4 \pi C \rho^2 R}{(n-2)(n-3)(n-4)D^{n-4}}. \quad (10.13)
\]

This force law can be seen to be simply related to \( W(D) \) per unit area of two planar surfaces, Eq. (10.7), by

\[
F(D)_{\text{sphere}} = 2 \pi R W(D)_{\text{planes}}. \quad (10.14)
\]

This is a very useful relationship, and while it was derived for the special case of an additive inverse power potential, it is in fact valid for any type of force law, as will now be shown.

Assume that we have two large spheres of radii \( R_1 \) and \( R_2 \) a small distance \( D \) apart (Fig. 10.3). If \( R_1 \gg D \) and \( R_2 \gg D \), then the force between the two spheres can be obtained by integrating the force between small circular regions of area \( 2 \pi \rho \) dx on one surface and the opposite surface, which is assumed to be locally flat and at a distance \( Z = D + z_1 + z_2 \) away. The net
and molecules is of short range, having an inverse sixth-power distance dependence, the van der Waals energy between large condensed bodies decays more slowly with distance (cf. $1/D$ for spheres, $1/D^3$ for planar surfaces) and is effectively of much longer range. This is yet another manifestation of the long-range nature of interparticle forces.

Second, the van der Waals interaction energy of a small molecule of diameter $\sigma$ with a wall is given by Eq. (10.2) as $w(D) = -\pi \zeta / 6D^6$. At contact we may put $D \approx \sigma$ and $\rho \approx \sqrt{2}/\sigma^3$ (corresponding to a close packed solid) and obtain

$$w(\sigma) \approx -\sqrt{2} \pi \zeta / 6\sigma^6 \approx -0.74 \zeta / \sigma^6$$

(10.10)

which is of the same order as $-C/\sigma^6$ for two small molecules in contact. Likewise, for a sphere of atomic dimensions ($R = \sigma/2$) in contact with a wall ($D = \sigma$), we find from Eq. (10.5) that

$$W(\sigma) \approx -2\pi^2 C / 12\sigma^6 \approx -1.6C / \sigma^6$$

(10.11)

while for two spheres

$$W(\sigma) \approx -0.8C / \sigma^6$$

(10.12)

which again are very close to the molecule–molecule pair potential at contact. However, once the size of a sphere increases above atomic dimensions (i.e., once $R > \sigma$), then at contact ($D = \sigma$) Eq. (10.5) becomes

$$W(\sigma) \approx -2\pi^2 C R / 6\sigma^7 \approx -1.6(2R/\sigma)C / \sigma^6,$$

which reduces to Eq. (10.11) only for small radii, of order $R \approx \sigma/2 \approx 0.1$–0.2 nm, but which increases linearly with $R$ for larger spheres. Likewise for the interaction of two spheres. This is an important result. It shows that for diameters $2R$ beyond about 0.5 nm, a molecule must already be considered as a (small) particle or else the strength of its interaction will be underestimated. The higher strength of the measured interaction between large molecules over that predicted on the assumption that $D = 2R$ was seen in Table 6.1 for CCl$_4$, but not for the smaller molecules. In conclusion, while for two atoms or small molecules the contact interaction energy has no explicit size dependence, that between larger particles increases linearly with their radius.

As regards the stabilizing repulsive forces between large bodies, these too manifest themselves in quite different ways when acting between macroscopic bodies. While the short-range steric or Born repulsion between individual

molecules may remain the same (see Problem 10.5), large spheres will deform elastically or even plastically when in contact under a large adhesive force. The stabilizing repulsive forces of macroscopic particles therefore also involve the elastic properties of the materials (discussed further in Chapters 15 and 18).

10.5 INTERACTION ENERGIES AND INTERACTION FORCES: THE DERJAGUIN APPROXIMATION

So far we have been dealing mainly with interaction energies rather than the forces experienced by molecules and particles. This is because most experimental data on molecular interactions are of a thermodynamic nature and therefore more readily understood in terms of interaction energies, as we saw in Part I. However, between macroscopic bodies it is the forces between them that are often easier to measure, and of greater interest, than their interaction energies.

It is therefore desirable to be able to relate the force law $F(D)$ between two curved surfaces to the interaction free energy $W(D)$ between two planar surfaces. Luckily, a simple relation exists for the two geometries most commonly encountered, viz. two flat surfaces and two spheres (a sphere near a flat surface being a special case of two spheres with one sphere very much larger than the other). A glance at Eq. (10.4) shows that for the additive intermolecular pair potential $w(r) = -C/r^6$, the value of $F(D)$ for a sphere near a flat surface is

$$F(D) = -\frac{\partial W(D)}{\partial D} = \frac{4\pi^2 C \rho^3 R}{(n - 2)(n - 3)(n - 4)D^{n-4}}.$$  

(10.13)

This force law can be seen to be simply related to $W(D)$ per unit area of two planar surfaces, Eq. (10.7), by

$$F(D)_{\text{sphere}} = 2\pi R W(D)_{\text{planes}}.$$  

(10.14)

This is a very useful relationship, and while it was derived for the special case of an additive inverse power potential, it is in fact valid for any type of force law, as will now be shown.

Assume that we have two large spheres of radii $R_1$ and $R_2$ a small distance $D$ apart (Fig. 10.3). If $R_1 \gg D$ and $R_2 \gg D$, then the force between the two spheres can be obtained by integrating the force between small circular regions of area $2\pi \rho$ on one surface and the opposite surface, which is assumed to be locally flat and at a distance $Z = D + z_1 + z_2$ away. The net
so that Eq. (10.15) becomes

$$F(D) \approx \frac{1}{2} \pi \left( \frac{R_1 R_2}{R_1 + R_2} \right) f(Z) \, dZ = \frac{1}{2} \pi \left( \frac{R_1 R_2}{R_1 + R_2} \right) W(D)$$

(10.18)

which gives the force between two spheres in terms of the energy per unit area of two flat surfaces at the same separation $D$. Equation (10.18) is known as the Derjaguin approximation (Derjaguin, 1934). It is applicable to any type of force law, whether attractive, repulsive or oscillatory, so long as the range of the interaction and the separation $D$ is much less than the radii of the spheres. It is a useful theoretical tool, since it is usually easiest to derive the interaction energy for two planar surfaces (rather than for curved surfaces). It is also useful for interpreting experimental data and it has been well verified experimentally, as discussed in Chapters 11–15.

From the Derjaguin approximation, Eq. (10.18), we may deduce the following:

(i) If one sphere is very large so that $R_2 \gg R_1$, we obtain $F(D) = \pi R_1 W(D)$, which is the same as Eq. (10.14) and corresponds to the limiting case of a sphere near a flat surface.

(ii) For the same spheres of radii $R = R_1 = R_2$, we obtain $F(D) = \pi R W(D)$, which is half the value for a sphere near a flat surface.

(iii) For two equal spheres in contact $(D = 0)$, the value of $W(\sigma)$ can be associated with $2\gamma$, where $\gamma$ is the conventional surface energy per unit area of a surface. Eq. (10.18) then becomes

$$F(\sigma) = F_{ad} = \frac{4\pi \gamma R_1 R_2}{(R_1 + R_2)}$$

(10.19)

which gives the adhesion force $F_{ad}$ between two spheres in terms of their surface energy. Adhesion forces are discussed in Chapter 15.

(iv) Perhaps the most intriguing aspect of the Derjaguin approximation is that it tells us that the distance dependence of the force between two curved surfaces can be quite different from that between two flat surfaces even though the same type of force is operating in both. This is illustrated in Fig. 10.4, where we see that a purely repulsive force between two curved surfaces can be attractive between two planar surfaces (over a certain distance regime), with equilibrium at some finite separation (Fig. 10.4b). Conversely, a purely attractive force between curved surfaces can become repulsive between two planar surfaces (Fig. 10.4c).

(v) Finally, it may be readily shown that for two cylinders of radii $R_1$ and
so that Eq. (10.15) becomes

\[ F(D) \approx \int_{D}^{\infty} 2\pi n \left( \frac{R_1 R_2}{R_1 + R_2} \right) f(Z) \, dZ = 2\pi \left( \frac{R_1 R_2}{R_1 + R_2} \right) W(D), \tag{10.18} \]

which gives the force between two spheres in terms of the energy per unit area of two flat surfaces at the same separation $D$. Equation (10.18) is known as the Derjaguin approximation (Derjaguin, 1934). It is applicable to any type of force law, whether attractive, repulsive or oscillatory, so long as the range of the interaction and the separation $D$ is much less than the radii of the spheres. It is a useful theoretical tool, since it is usually easiest to derive the interaction energy for two planar surfaces (rather than for curved surfaces). It is also useful for interpreting experimental data and it has been well verified experimentally, as discussed in Chapters 11–15.

From the Derjaguin approximation, Eq. (10.18), we may deduce the following:

(i) If one sphere is very large so that $R_2 \gg R_1$, we obtain $F(D) = 2\pi R_1 W(D)$, which is the same as Eq. (10.14) and corresponds to the limiting case of a sphere near a flat surface.

(ii) For two equal spheres of radii $R = R_1 = R_2$, we obtain $F(D) = nRW(D)$, which is half the value for a sphere near a flat surface.

(iii) For two spheres in contact ($D = 0$), the value of $W(\sigma)$ can be associated with $2\gamma$, where $\gamma$ is the conventional surface energy per unit area of a surface. Eq. (10.18) then becomes

\[ F(\sigma) = F_{ad} = \frac{4\pi \gamma R_1 R_2}{(R_1 + R_2)} \tag{10.19} \]

which gives the adhesion force $F_{ad}$ between two spheres in terms of their surface energy. Adhesion forces are discussed in Chapter 15.

(iv) Perhaps the most intriguing aspect of the Derjaguin approximation is that it tells us that the distance dependence of the force between two curved surfaces can be quite different from that between two flat surfaces even though the same type of force is operating in both. This is illustrated in Fig. 10.4, where we see that a purely repulsive force between two curved surfaces can be attractive between two planar surfaces (over a certain distance regime), with equilibrium at some finite separation (Fig. 10.4b). Conversely, a purely attractive force between curved surfaces can become repulsive between two planar surfaces (Fig. 10.4c).

(v) Finally, it may be readily shown that for two cylinders of radii $R_1$ and
Force $F(D)$ between curved surfaces, or energy $W(D)$ between flat surfaces.
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**Fig. 10.4.** Top row: force laws between two curved surfaces (e.g., two spherical particles). Bottom row: corresponding force laws between two flat surfaces. Note that stable equilibrium occurs only at points marked e where the force is zero ($f = 0$) and the force curve has negative slope; the other points where $f = 0$ are unstable.

$R_2$ crossed at an angle $\theta$ to each other, the Derjaguin approximation becomes

$$F(D) = 2\pi \sqrt{R_1 R_2} W(D)/\sin \theta, \quad \text{for } D \ll R_1, R_2. \quad (10.20)$$

Note that for two cylinders of equal radii $R = R_1 = R_2$, crossed at right angles to each other ($\theta = 90^\circ$, $\sin \theta = 1$) the above reduces to the same result as for a sphere of radius $R$ near a flat surface. In other words the interaction of two orthogonal cylinders is the same as that of a sphere and a wall if all three radii are the same.

**WORKED EXAMPLE**

**Question:** Two orthogonal cylinders of equal radius $R$ are separated by a small distance $D$ ($D \ll R$). Using purely geometrical arguments, show that the surface geometry around the contact region is the same, to first order, as for a sphere of the same radius $R$ at the same distance $D$ from a flat surface.

**Answer:** Referring to Fig. 10.5a, and using Eq. (9.7), we have $x^2 = 2RD_1$ and $y^2 = 2RD_2$. Referring to Fig. 10.5b, this implies $2R(D_1 + D_2) = x^2 + y^2 = r^2$. Thus $D_1 + D_2$ is constant if $r$ is constant, i.e. if $P$ describes a circle. Since the above equation is indistinguishable from that for a sphere of the same radius near a flat surface, Fig. 10.5c, we have proved that as far as interactions (and many other properties) are concerned the two geometries are locally equivalent.

10.6 EXPERIMENTAL MEASUREMENTS OF INTERMOLECULAR AND SURFACE FORCES

When we come to consider experimental measurements of intermolecular forces we are confronted with a bewildering variety of data to draw upon. This is because almost any measurement in the below-10 eV category, whether in physics, chemistry or biology, is in some respect a measurement of intermolecular forces. For example, we have already seen how such a common property as the boiling point of a substance provides information on the strength of intermolecular binding energies. It is therefore difficult to make a list of experimental measurements of intermolecular forces; it is far better to draw upon whatever relevant data exist as the situation arises. This was done in Part I, and we shall continue with this practice in Parts II and III. However, different types of measurements do provide different insights and information, and in the rest of this chapter we shall categorize experiments according to the type of information they provide on intermolecular and intersurface interactions. First, let us recapitulate some of those already mentioned.

(i) Thermodynamic data on gases, liquids and solids (e.g., PVT data, boiling points, latent heats of vaporization, lattice energies) provide
Fig. 10.4. Top row: force laws between two curved surfaces (e.g., two spherical particles). Bottom row: corresponding force laws between two flat surfaces. Note that stable equilibrium occurs only at points marked e where the force is zero (f = 0) and the force curve has negative slope; the other points where f = 0 are unstable.

When three or more cylinders meet at a point, the Derjaguin approximation becomes

\[ F(D) = 2\pi\sqrt{R_1 R_2 W(D)}/\sin \theta, \quad \text{for } D \ll R_1, R_2. \]  

(10.20)

Note that for two cylinders of equal radii \( R = R_1 = R_2 \), crossed at right angles to each other (\( \theta = 90^\circ \), \( \sin \theta = 1 \)) the above reduces to the same result as for a sphere of radius \( R \) near a flat surface. In other words the interaction of two orthogonal cylinders is the same as that of a sphere and a wall if all three radii are the same.

\[ \Box \quad \text{WORKED EXAMPLE} \quad \Box \]

Question: Two orthogonal cylinders of equal radius \( R \) are separated by a small distance \( D (D \ll R) \). Using purely geometrical arguments, show that the surface geometry around the contact region is the same, to first order, as for a sphere of the same radius \( R \) at the same distance \( D \) from a flat surface.

Answer: Referring to Fig. 10.5a and using Eq. (9.7), we have \( x^2 = 2RD_1 \) and \( y^2 = 2RD_2 \). Referring to Fig. 10.5b, this implies \( 2R(D_1 + D_2) = x^2 + y^2 = r^2 \). Thus \( D_1 + D_2 \) is constant if \( r \) is constant, i.e., if \( P \) describes a circle. Since the above equation is indistinguishable from that for a sphere of the same radius near a flat surface, Fig. 10.5c, we have proved that as far as interactions (and many other properties) are concerned the two geometries are locally equivalent.

\[ \Box \]

10.6 EXPERIMENTAL MEASUREMENTS OF INTERMOLECULAR AND SURFACE FORCES

When we come to consider experimental measurements of intermolecular forces we are confronted with a bewildering variety of data to draw upon. This is because almost any measurement in the below-10 eV category, whether in physics, chemistry or biology, is in some respect a measurement of intermolecular forces. For example, we have already seen how such a common property as the boiling point of a substance provides information on the strength of intermolecular binding energies. It is therefore difficult to make a list of experimental measurements of intermolecular forces; it is far better to draw upon whatever relevant data exist as the situation arises. This was done in Part I, and we shall continue with this practice in Parts II and III. However, different types of measurements do provide different insights and information, and in the rest of this chapter we shall categorize experiments according to the type of information they provide on intermolecular and intersurface interactions. First, let us recapitulate some of those already mentioned.

(i) Thermodynamic data on gases, liquids and solids (e.g., PVT data, boiling points, latent heats of vaporization, lattice energies) provide
information on the short-range attractive potentials between molecules. Adsorption isotherms provide information on the interactions of molecules with surfaces.

(ii) Physical data on gases, liquids and solids (e.g., molecular beam scattering experiments, viscosity, diffusion, compressibility, NMR, X-ray and neutron scattering of liquids and solids) provide information on the short-range interactions of molecules, especially their repulsive forces which give insight into molecular size and shape, and their involvement in the structure of condensed phases.

(iii) Thermodynamic data on liquids and liquid mixtures (e.g., phase diagrams, solubility, partitioning, miscibility, osmotic pressure) provide information on short-range solute–solvent and solute–solute interactions.

Such experimental data as listed in (i)–(iii) above often provide thermodynamic information only, so that direct access to the intermolecular potential functions (i.e., their distance dependence) is not possible. Thus, experimental PVT data may be compared with the van der Waals equation of state (Chapter 6), which contains terms to account for both the attractive and repulsive forces, but it does not give any information on the nature and range of the force laws themselves. To gain this information, some more direct measurement of forces is required. Of the various methods that have been devised for measuring molecular forces, the most direct employ macroscopic bodies or extended surfaces, where distances can be measured to within 0.1 nm, where the forces are large and measurable, and where entropic (thermal) effects are negligible. It is from such experiments (illustrated in Fig. 10.6) that many hard data on intermolecular and surface interactions have emerged.

(iv) Particle detachment and peeling experiments (Fig. 10.6a, b) provide information on particle adhesion forces and the adhesion energies of solid surfaces in contact (i.e., attractive short-range forces). Such experiments are important in powder technology, xerography, ceramic processing, the making of adhesive films and in understanding how cracks propagate in solids.

(v) Measuring the force between two macroscopic surfaces as a function of surface separation can provide the full force law of an interaction (Fig. 10.6c). Such direct force measurements are described in the next section.

(vi) Various surface studies such as surface tension and contact angle measurements give information on liquid–liquid and solid–liquid adhesion energies (Fig. 10.6d). When contact angles are measured under different atmospheric environments or as a function of time, these relatively simple experiments can provide surprisingly valuable insights into the states of surfaces and adsorbed films, and of molecular reorientation times at interfaces.

Fig. 10.6. Different types of measurements that provide information on the forces between particles and surfaces. (a) Adhesion measurements (practical applications: xerography, particle adhesion, powder technology, ceramic processing). (b) Peeling measurements (practical applications: adhesive tapes, material fracture and crack propagation). (c) Direct measurements of force as a function of surface separation (practical applications: testing theories of intermolecular forces). (d) Contact angle measurements (practical applications: testing wettabillity and stability of surface films, detergency). (e) Equilibrium thickness of thin free films (practical applications: soap films, foams). (f) Equilibrium thickness of thin adsorbed films (practical applications: wetting of hydrophilic surfaces by water, adsorption of molecules from vapour, protective surface coatings and lubricant layers, photographic films). (g) Interparticle spacing in liquids (practical applications: colloidal suspensions, paints, pharmaceutical dispersions). (h) Sheet-like particle spacings in liquids (practical applications: clay and soil swelling behaviour, microstructure of soaps and biological membranes). (i) Coagulation studies (practical application: basic experimental technique for testing the stability of colloidal preparations).
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(iv) Particle detachment and peeling experiments (Fig. 10.6a, b) provide information on particle adhesion forces and the adhesion energies of solid surfaces in contact (i.e., attractive short-range forces). Such experiments are important in powder technology, xerography, ceramic processing, the making of adhesive films and in understanding how cracks propagate in solids.

(v) Measuring the force between two macroscopic surfaces as a function of surface separation can provide the full force law of an interaction (Fig. 10.6c). Such direct force measurements are described in the next section.

(vi) Various surface studies such as surface tension and contact angle measurements give information on liquid–liquid and solid–liquid adhesion energies (Fig. 10.6d). When contact angles are measured under different atmospheric environments or as a function of time, these relatively simple experiments can provide surprisingly valuable insights into the states of surfaces and adsorbed films, and of molecular reorientation times at interfaces.

Fig. 10.6. Different types of measurements that provide information on the forces between particles and surfaces. (a) Adhesion measurements (practical applications: xerography, particle adhesion, powder technology, ceramic processing). (b) Peeling measurements (practical applications: adhesive tapes, material fracture and crack propagation). (c) Direct measurements of force as a function of surface separation (practical applications: testing theories of intermolecular forces). (d) Contact angle measurements (practical applications: testing wettability and stability of surface films, detergency). (e) Equilibrium thickness of thin free films (practical applications: soap films, foams). (f) Equilibrium thickness of thin adsorbed films (practical applications: wetting of hydrophilic surfaces by water, adsorption of molecules from vapour, protective surface coatings and lubricant layers, photographic films). (g) Interparticle spacing in liquids (practical applications: colloidal suspensions, paints, pharmaceutical dispersions). (h) Sheet-like particle spacings in liquids (practical applications: clay and soil swelling behaviour, microstructure of soaps and biological membranes). (i) Coagulation studies (practical application: basic experimental technique for testing the stability of colloidal preparations).
The thicknesses of free soap films and liquid films adsorbed on surfaces (Fig. 10.6e, f) can be measured as a function of salt concentration or vapour pressure. Such experiments provide information on the long-range repulsive forces stabilizing thick wetting films. Various optical techniques (e.g., reflected intensity, total internal reflection spectroscopy, or ellipsometry) have been used to measure film thickness to within 0.1 nm.

Dynamic interparticle separations and motions in liquids can be measured using NMR, light scattering, x-ray scattering and neutron scattering (Fig. 10.5g, h). In such experiments the particles can be globular or spherical (e.g., micelles, vesicles, colloidal particles, latex particles, viruses, sheet-like, e.g., clays, lipid bilayers), or rod-like (e.g., DNA). The interparticle forces can be varied by changing the solution conditions, and their mean separation can be varied by changing the quantity of solvent, for example, by changing the hydrostatic or osmotic pressure via a semipermeable membrane. Notable among these techniques is the Compression Cell or Osmotic Pressure Technique (Homola and Robertson, 1976; DeNeve et al., 1976) from which the interaction force between particles can be obtained from the deviations from ideality in the PVT data. Such techniques are usually limited to measuring only the repulsive parts of a force law.

In coagulation studies of colloidal dispersions (Fig. 10.5i) the salt concentration, pH, or temperature of the suspending liquid medium (usually water) is changed until the dispersion becomes unstable and the particles coalesce (coagulate or flocculate). Coagulation rates can be very fast or very slow (see Worked Example in Section 10.1). Such studies provide information on the interplay of repulsive and attractive forces between particles in pure liquids as well as in surfactant and polymer solutions.

10.7 DIRECT MEASUREMENTS OF SURFACE AND INTERMOLECULAR FORCES

Most of the methods shown in Fig. 10.6 do not give the force law (the force as a function of distance) but rather the adhesion force or minimum energy at some particular state, e.g., the equilibrium state, of the system. Other methods, such as osmotic pressure measurements, involve the collective interactions of many molecules or particles so that the data gained tends to be of a thermodynamic nature and not directly translatable into a force law. The most unambiguous way to measure a force-law is to position two bodies close together and directly measure the force between them, e.g., from the deflection of a spring—very much as one would measure the force between two magnets. While the principle of direct force measurements is usually very straightforward, the challenge comes in measuring very weak forces at very small intermolecular or surface separations which must be controlled and measured to within 0.1 nm.

The first direct measurements of intermolecular forces were those of Derjaguin and coworkers (Derjaguin and Abrinkosova, 1954; Derjaguin et al., 1956) who measured the attractive van der Waals forces between a convex lens and a flat glass surface in vacuum. An electrobalance was used to measure the forces and an optical technique to measure the distance between two glass surfaces. Measurements were made in the distance regime 100–1000 nm, and the results fell within 50% of the predictions of the Lifshitz theory of van der Waals forces (Chapter 11).

These experiments opened the way for the slow but steady progress that has led to the highly sophisticated and versatile techniques that are used today for measuring the interactions between surfaces in vapours or liquids at the Ångström resolution level. Both static (i.e. equilibrium) and dynamic (e.g. viscous) forces can now be studied with unprecedented precision providing information not only on the fundamental interactions in liquids but also into the structure of liquids adjacent to surfaces and other interfacial phenomena. Three techniques which can directly measure the force laws between two bodies of macroscopic, colloidal and atomic dimensions, respectively, will now be briefly described.

Measuring surface forces: the Surfaces Forces Apparatus (SFA)

During the last 20 years various direct force-measuring techniques have been developed which allow for the full force laws to be measured between two surfaces at the Ångström resolution level (Israelachvili, 1989). Tabor and Winterton (1969) and Israelachvili and Tabor (1972, 1973) developed apparatus for measuring the van der Waals forces between molecularly smooth mica surfaces in air or vacuum. The results using these new techniques confirmed the predictions of the Lifshitz theory of van der Waals forces (Chapter 11) down to surface separations as small as 1.5 nm. These techniques were then further developed for making measurements in liquids, which opened up a whole world of new phenomena of relevance to a much wider spectrum of surface science. We shall now describe one such apparatus which has become a standard research tool in many laboratories.

Figure 10.7 shows an SFA with which the force between two surfaces in controlled vapours or immersed in liquids can be directly measured (Israelachvili and Adams, 1978; Israelachvili, 1987b). The distance resolution is about 0.1 nm and the force sensitivity is about 10^{-8} N (10^{-6} g). Modified versions have been developed by Klein (1980), Parker et al. (1989a), Israelachvili and McGigigan (1990), and Tonck et al. (1988) have extended the SFA method to opaque materials, replacing the optical technique for measuring distances (see below) by a capacitance method—the overall accuracy remaining about the same.

The SFA contains two curved molecularly smooth surfaces of mica
(vii) The thicknesses of free soap films and liquid films adsorbed on surfaces (Fig. 10.6e, f) can be measured as a function of salt concentration or vapour pressure. Such experiments provide information on the long-range repulsive forces stabilizing thick wetting films. Various optical techniques (e.g., reflected intensity, total internal reflection spectroscopy, or ellipsometry) have been used to measure film thickness to within 0.1 nm.

(viii) Dynamic interparticle separations and motions in liquids can be measured using NMR, light scattering, x-ray scattering and neutron scattering (Fig. 10.5g, h). In such experiments the particles can be globular or spherical (e.g., micelles, vesicles, colloidal particles, latex particles, viruses, sheet-like, e.g., clays, lipid bilayers), or rod-like (e.g., DNA). The interparticle forces can be varied by changing the solution conditions, and their mean separation can be varied by changing the quantity of solvent, for example, by changing the hydrostatic or osmotic pressure via a semipermeable membrane. Notable among these techniques is the Compression Cell or Osmotic Pressure Technique (Honola and Robertson, 1976; LeNeveu et al., 1976) from which the interaction force between particles can be obtained from the deviations from ideality in the PVT data. Such techniques are usually limited to measuring only the repulsive parts of a force law.

(ix) In coagulation studies of colloidal dispersions (Fig. 10.5i) the salt concentration, pH, or temperature of the suspending liquid medium (usually water) is changed until the dispersion becomes unstable and the particles coalesce (coagulate or flocculate). Coagulation rates can be very fast or very slow (see Worked Example in Section 10.1). Such studies provide information on the interplay of repulsive and attractive forces between particles in pure liquids as well as in surfactant and polymer solutions.

10.7 DIRECT MEASUREMENTS OF SURFACE AND INTERMOLECULAR FORCES

Most of the methods shown in Fig. 10.6 do not give the force law (the force as a function of distance) but rather the adhesion force or minimum energy at some particular state, e.g., the equilibrium state, of the system. Other methods, such as osmotic pressure measurements, involve the collective interactions of many molecules or particles so that the data gained tends to be of a thermodynamic nature and not directly translatable into a force law. The most unambiguous way to measure a force-law is to position two bodies close together and directly measure the force between them, e.g., from the deflection of a spring—very much as one would measure the force between two magnets. While the principle of direct force measurements is usually very straightforward, the challenge comes in measuring very weak forces at very small intermolecular or surface separations which must be controlled and measured to within 0.1 nm.

The first direct measurements of intermolecular forces were those of Derjaguin and coworkers (Derjaguin and Abdikossova, 1954; Derjaguin et al., 1956) who measured the attractive van der Waals forces between a convex lens and a flat glass surface in vacuum. An electrobalance was used to measure the forces and an optical technique to measure the distance between two glass surfaces. Measurements were made in the distance regime 100–1000 nm, and the results fell within 50% of the predictions of the Lifshitz theory of van der Waals forces (Chapter 11).

These experiments opened the way for the slow but steady progress that has led to the highly sophisticated and versatile techniques that are used today for measuring the interactions between surfaces in vapours or liquids at the ångstrom resolution level. Both static (i.e. equilibrium) and dynamic (e.g. viscous) forces can now be studied with unprecedented precision providing information not only on the fundamental interactions in liquids but also into the structure of liquids adjacent to surfaces and other interfacial phenomena. Three techniques which can directly measure the force laws between two bodies of macroscopic, colloidal and atomic dimensions, respectively, will now be briefly described.

Measuring surface forces: the Surfaces Forces Apparatus (SFA)

During the last 20 years various direct force-measuring techniques have been developed which allow for the full force laws to be measured between two surfaces at the ångstrom resolution level (Israelachvili, 1989). Tabor and Winterton (1969) and Israelachvili and Tabor (1972, 1973) developed apparatuses for measuring the van der Waals forces between molecularly smooth mica surfaces in air or vacuum. The results using these new techniques confirmed the predictions of the Lifshitz theory of van der Waals forces (Chapter 11) down to surface separations as small as 1.5 nm. These techniques were then further developed for making measurements in liquids, which opened up a whole world of new phenomena of relevance to a much wider spectrum of surface science. We shall now describe one such apparatus which has become a standard research tool in many laboratories.

Figure 10.7 shows an SFA with which the force between two surfaces in controlled vapours or immersed in liquids can be directly measured (Israelachvili and Adams, 1978; Israelachvili, 1987b). The distance resolution is about 0.1 nm and the force sensitivity is about $10^{-8} \text{ N (10}^{-6} \text{ g)}$. Modified versions have been developed by Klein (1980), Parker et al. (1989a), Israelachvili and McGuigan (1990), and Tonck et al. (1988) have extended the SFA method to opaque materials, replacing the optical technique for measuring distances (see below) by a capacitance method—the overall accuracy remaining about the same.

The SFA contains two curved molecularly smooth surfaces of mica
The separation between the two surfaces from microns down to molecular contact can be measured by use of an optical technique using multiple beam interference fringes called Fringes of Equal Chromatic Order (FECO). Here the two transparent mica sheets (each about 2 μm thick) are first coated with a semireflecting 50–60 nm layer of pure silver before they are glued onto the curved silica discs (silvered sides down). Once in position in the apparatus, as shown in Fig. 10.7, white light is passed vertically up through the two surfaces and the emerging beam is then focused onto the slit of a grating spectrometer. From the positions and shapes of the coloured FECO fringes seen in the spectrogram the distance between the two surfaces can be measured, usually to better than 0.1 nm, as can the exact shapes of the two surfaces and the refractive index of the liquid (or material) between them; the latter allows for reasonably accurate determinations of the quantity of material (e.g., lipid or polymer) deposited or adsorbed on the surfaces.

The distance between the two surfaces is controlled by use of a three-stage mechanism of increasing sensitivity: the coarse control (upper rod) allows positioning to within about 1 μm, the medium control (lower rod, which depresses the helical spring and which in turn bends the much stiffer double-cantilever spring by 1/1000 of this amount) allows positioning to about 1 nm. Finally, a piezoelectric crystal tube—which expands or contracts vertically by about 1 nm per volt applied axially across its cylindrical wall—is used for positioning to 0.1 nm.

Given the facility for moving the surfaces towards or away from each other and, independently, for measuring their separation (each with a sensitivity or resolution of about 0.1 nm), the force measurements themselves now become straightforward. The force is measured by expanding or contracting the piezoelectric crystal by a known amount and then measuring optically how much the two surfaces have actually moved; any difference in the two values when multiplied by the stiffness of the force-measuring spring gives the force difference between the initial and final positions. In this way, both repulsive and attractive forces can be measured and a full force law can be obtained over any distance regime. The force-measuring spring can be either a single-cantilever or a double-cantilever fixed-stiffness spring, or—as shown in Fig. 10.7—-the spring stiffness can be varied during an experiment (by a factor of 1000) by shifting the position of the dove-tailed clamp using the adjusting rod. Other spring attachments, two of which are shown at the top of the figure, can also be used. Each of these springs is interchangeable and can be attached to the main support allowing for greater versatility in measuring strong or weak, attractive or repulsive forces.

Once the force $F$ as a function of distance $D$ is known for the two surfaces (of radius $R$), the force between any other curved surfaces simply scales by $R$ (see Section 10.5). Furthermore, the adhesion or interfacial energy $E$ per unit area between two flat surfaces is simply related to $F$ by the Derjaguin
The separation between the two surfaces from microns down to molecular contact can be measured by use of an optical technique using multiple beam interference fringes called Fringes of Equal Chromatic Order (FECO). Here the two transparent mica sheets (each about 2 μm thick) are first coated with a semireflecting 50–60 nm layer of pure silver before they are glued onto the curved silica discs (silvered sides down). Once in position in the apparatus, as shown in Fig. 10.7, white light is passed vertically up through the two surfaces and the emerging beam is then focused onto the slit of a grating spectrometer. From the positions and shapes of the coloured FEFC fringes seen in the spectrogram the distance between the two surfaces can be measured, usually to better than 0.1 nm, as can the exact shapes of the two surfaces and the refractive index of the liquid (or material) between them; the latter allows for reasonably accurate determinations of the quantity of material (e.g., lipid or polymer) deposited or adsorbed on the surfaces.

The distance between the two surfaces is controlled by use of a three-stage mechanism of increasing sensitivity: the coarse control (upper rod) allows positioning to within about 1 μm, the medium control (lower rod, which depresses the helical spring and which in turn bends the much stiffer double-cantilever spring by 1/1000 of this amount) allows positioning to about 1 nm. Finally, a piezoelectric crystal tube—which expands or contracts vertically by about 1 nm per volt applied axially across its cylindrical wall—is used for positioning to 0.1 nm.

Given the facility for moving the surfaces towards or away from each other and, independently, for measuring their separation (each with a sensitivity or resolution of about 0.1 nm), the force measurements themselves now become straightforward. The force is measured by expanding or contracting the piezoelectric crystal by a known amount and then measuring optically how much the two surfaces have actually moved; any difference in the two values when multiplied by the stiffness of the force-measuring spring gives the force difference between the initial and final positions. In this way, both repulsive and attractive forces can be measured and a full force law can be obtained over any distance regime. The force-measuring spring can be either a single-cantilever or a double-cantilever fixed-stiffness spring, or—as shown in Fig. 10.7—the spring stiffness can be varied during an experiment (by a factor of 1000) by shifting the position of the dovetail clamp using the adjusting rod. Other spring attachments, two of which are shown at the top of the figure, can also be used. Each of these springs are interchangeable and can be attached to the main support allowing for greater versatility in measuring strong or weak, attractive or repulsive forces.

Once the force $F$ as a function of distance $D$ is known for the two surfaces (of radius $R$), the force between any other curved surfaces simply scales by $R$ (see Section 10.5). Furthermore, the adhesion or interfacial energy $E$ per unit area between two flat surfaces is simply related to $F$ by the Derjaguin
approximation: \( E = F/2\pi R \). Thus, for \( R \approx 1 \text{ cm} \), and given the measuring sensitivity in \( F \) of about \( 10^{-8} \text{ N} \), the sensitivity in measuring adhesion and interfacial energies is therefore about \( 10^{-3} \text{ mJ m}^{-2} \) (erg cm\(^{-2}\)).

Over the past few years the SFA has identified and quantified most of the fundamental interactions occurring between surfaces in both aqueous solutions and nonaqueous liquids. These include the attractive van der Waals and repulsive electrostatic ‘double-layer’ forces, oscillatory (solvation or structural) forces, repulsive hydration forces, attractive hydrophobic forces, steric interactions involving polymeric systems, and capillary and adhesion forces. These forces are described in the following chapters.

Apart from testing theories of intermolecular forces, direct force measurements have also been useful in explaining or helping to understand more complex phenomena such as the second virial coefficients of colloidal dispersions (Gee et al., 1990), the origin of the lower consolute points in the phase diagrams of certain surfactant–water mixtures (Claesson et al., 1986b), the unexpected stability of certain colloidal dispersions in high salt (see Chapter 13), the crucial role of hydration and ion-correlation forces in clay swelling and ceramic processing (Quirk, 1968; Pashley and Quirk, 1984; Kjellander et al., 1988; Velamakanni et al., 1990; Horn, 1990), and the deformed shapes of adhering particles and vesicles (Bailey et al., 1990).

Though mica, because of its molecularly smooth surface and ease of handling, is the primary surface used in SFA studies, there is currently much interest in developing alternative surfaces with different chemical and physical properties. Thus, the mica surface can be used as a substrate for adsorbing or depositing a thin film of some other material, for example, lipid monolayers or bilayers (see Chapter 18), metal films (Smith et al., 1988; Parker and Christenson, 1988), polymer films (see Chapter 15), or other macromolecules such as proteins (Lee and Belfort, 1989). Alternative materials to mica sheets are also being developed. Thus Horn et al. (1988a, 1989a) have shown how molecularly smooth sapphire and silica sheets can be used in such studies, and Hirz et al. (1991) have studied carbon and metal oxide surfaces, sputtered as thin layers onto mica sheets which now act as substrate supports for these materials.

The scope of phenomena that can be studied using the SFA technique has recently been extended to measurements of dynamic interactions and time-dependent effects, for example, the viscosity of liquids in very thin films (Chan and Horn, 1983; Israelachvili, 1986, 1989), shear and frictional forces (Israelachvili et al., 1988), and the fusion of lipid bilayers (Helm et al., 1989).

**Measuring colloidal forces: Total Internal Reflection Microscopy (TIRM)**

The forces between two colloidal particles in a liquid can be weaker than \( 10^{-13} \text{ g} \) \( (10^{-15} \text{ N}) \) and yet still be important in determining the properties of the system. Prieve and coworkers introduced a new method for measuring such minute forces, specifically between a colloidal particle and a surface. Consider a particle of radius 1 \( \mu \text{m} \) having twice the density of water. When placed in a container of water its effective mass will be \( 4 \times 10^{-14} \text{ N} \) \( (4 \times 10^{-12} \text{ g}) \). The particle will slowly move downwards, but if there is a repulsive force between it and the bottom surface of the container it will come to equilibrium at some finite distance \( D_0 \) from the surface. In Chapters 11–14 we shall see that repulsive forces of this magnitude can easily arise from long-range van der Waals forces, electrostatic forces and other types of interactions in liquids. Thus, the equilibrium surface separation \( D_0 \) could be many tens of nanometers (see Problem 10.3).

The technique developed by Prieve and Frej (1990) and Prieve et al., (1990) uses TIRM for measuring the distance between an individual colloidal particle of diameter \( \sim 10 \mu \text{m} \) hovering over a surface. The surface is usually made of transparent glass, and a laser beam is directed at the particle from below. From the intensity of the reflected beam one can deduce the equilibrium separation \( D_0 \). Since the particle is sitting at the bottom of a shallow potential energy well, its Brownian motion causes it to sample positions both smaller and larger than the mean value, \( D_0 \). By analysing how the reflected intensity of the light varies with time one can thus determine the distances sampled.

From this the force-law can be obtained over a reasonably large range of distances on either side of the equilibrium distance. The TIRM technique promises to provide reliable data on a variety of interparticle interactions under conditions that closely parallel those occurring in colloidal systems.

**Measuring atomic forces: the Atomic Force Microscope (AFM)**

The AFM is in principle similar to the SFA except that forces are measured not between two macroscopic surfaces but between a fine tip and a surface (Hansma et al., 1988; Ruger and Hansma, 1990). Tip radii can be as small as one atom and larger than 1 \( \mu \text{m} \). Of most current interest are the smaller tips, where in principle one could directly measure the force between an individual atom and a surface, or even between two individual atoms (see Fig. 1.4).

The adhesion force between a molecular-sized tip and a surface should be of order \( 10^{-9}–10^{-10} \text{ N} \) (see Problems 1.3 and 10.8). This would be the force needed to separate the two from contact. At finite distances, the attractive or repulsive force between them would be even less. To measure such small forces one must use not only very sensitive force-measuring springs but also very sensitive ways for measuring their displacements. A whole new technology has arisen devoted to fabricating highly sensitive micron-sized force-sensing devices for AFM work. Spring stiffness as small as 0.5 N m\(^{-1}\) can be used and displacements as small as 0.01 nm can now be accurately
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Over the past few years the SFA has identified and quantified most of the fundamental interactions occurring between surfaces in both aqueous solutions and nonaqueous liquids. These include the attractive van der Waals and repulsive electrostatic ‘double-layer’ forces, oscillatory (solvation or structural) forces, repulsive hydration forces, attractive hydrophobic forces, steric interactions involving polymeric systems, and capillary and adhesion forces. These forces are described in the following chapters.

Apart from testing theories of intermolecular forces, direct force measurements have also been useful in explaining or helping to understand more complex phenomena such as the second virial coefficients of colloidal dispersions (Gee et al., 1990), the origin of the lower consolute points in the phase diagrams of certain surfactant–water mixtures (Claesson et al., 1986b), the unexpected stability of certain colloidal dispersions in high salt (see Chapter 13), the crucial role of hydration and ion-correlation forces in clay swelling and ceramic processing (Quirk, 1968; Pashley and Quirk, 1984; Kjellander et al., 1988; Velamakanni et al., 1990; Horn, 1990), and the deformed shapes of adhering particles and vesicles (Bailey et al., 1990).

Though mica, because of its molecularly smooth surface and ease of handling, is the primary surface used in SFA studies, there is currently much interest in developing alternative surfaces with different chemical and physical properties. Thus, the mica surface can be used as a substrate for adsorbing or depositing a thin film of some other material, for example, lipid monolayers or bilayers (see Chapter 18), metal films (Smith et al., 1988; Parker and Christenson, 1988), polymer films (see Chapter 15), or other macromolecules such as proteins (Lee and Belfort, 1989). Alternative materials to mica sheets are also being developed. Thus Horn et al. (1988a, 1989a) have shown how molecularly smooth smooth sapphire and silica sheets can be used in such studies, and Hirz et al. (1991) have studied carbon and metal oxide surfaces, sputtered as thin layers onto mica sheets which now act as substrate supports for these materials.

The scope of phenomena that can be studied using the SFA technique has recently been extended to measurements of dynamic interactions and time-dependent effects, for example, the viscosity of liquids in very thin films (Chan and Horn, 1985; Israelachvili, 1986, 1989), shear and frictional forces (Israelachvili et al., 1988), and the fusion of lipid bilayers (Helm et al., 1989).

Measuring colloidal forces: Total Internal Reflection Microscopy (TIRM)

The forces between two colloidal particles in a liquid can be weaker than \( 10^{-13} \text{ g} \) (\( 10^{-15} \text{ N} \)) and yet still be important in determining the properties of the system. Prieve and coworkers introduced a new method for measuring such minute forces, specifically between a colloidal particle and a surface. Consider a particle of radius 1 \( \mu \text{m} \) having twice the density of water. When placed in a container of water its effective mass will be \( 4 \times 10^{-14} \text{ N} \) (\( 4 \times 10^{-12} \text{ g} \)). The particle will slowly move downwards, but if there is a repulsive force between it and the bottom surface of the container it will come to equilibrium at some finite distance \( D_0 \) from the surface. In Chapters 11–14 we shall see that repulsive forces of this magnitude can easily arise from long-range van der Waals forces, electrostatic forces and other types of interactions in liquids. Thus, the equilibrium surface separation \( D_0 \) could be many tens of nanometers (see Problem 10.3).

The technique developed by Prieve and Frej (1990) and Prieve et al. (1990) uses TIRM for measuring the distance between an individual colloidal particle of diameter \( \sim 10 \mu \text{m} \) hovering over a surface. The surface is usually made of transparent glass, and a laser beam is directed at the particle from below. From the intensity of the reflected beam one can deduce the equilibrium separation \( D_0 \). Since the particle is sitting at the bottom of a shallow potential energy well, its Brownian motion causes it to sample positions both smaller and larger than the mean value, \( D_0 \). By analysing how the reflected intensity of the light varies with time one can thus determine the distances sampled.

From this the force-law can be obtained over a reasonably large range of distances on either side of the equilibrium distance. The TIRM technique promises to provide reliable data on a variety of interparticle interactions under conditions that closely parallel those occurring in colloidal systems.

Measuring atomic forces: the Atomic Force Microscope (AFM)

The AFM is in principle similar to the SFA except that forces are measured not between two macroscopic surfaces but between a fine tip and a surface (Hansma et al., 1988; Rugar and Hansma, 1990). Tip radii can be as small as one atom and larger than 1 \( \mu \text{m} \). Of most current interest are the smaller tips, where in principle one could directly measure the force between an individual atom and a surface, or even between two individual atoms (see Fig. 1.4).

The adhesion force between a molecular-sized tip and a surface should be of order \( 10^{-9} \sim 10^{-10} \text{ N} \) (see Problems 1.3 and 10.8). This would be the force needed to separate the two from contact. At finite distances, the attractive or repulsive force between them would be even less. To measure such small forces one must use not only very sensitive force-measuring springs but also very sensitive ways for measuring their displacements. A whole new technology has arisen devoted to fabricating highly sensitive micron-sized force-sensing devices for AFM work. Spring stiffness as small as 0.5 N m\(^{-1}\) can be used and displacements as small as 0.01 nm can now be accurately
measured using a variety of laser-optical techniques, thereby allowing forces as small as $10^{-9}$ to $10^{-10}$ N to be measured (Hansma et al., 1988; Rugar and Hansma, 1990). This sensitivity is sufficient for measuring adhesion and very short-range forces between molecular-sized tips and surfaces, but not longer range forces (see Problem 10.8). Recently, however, Ducker et al. (1991) attached a micron-sized quartz sphere to the end of an AFM tip and measured the long-range repulsive electrostatic force (see Chapter 12) between the sphere and a flat surface in aqueous salt solutions out to surface separations of 60 nm.

Interpreting the results of an AFM experiment is not always straightforward (cf. Problem 10.8). The absolute distance between the surfaces is usually not known exactly, and neither is the tip geometry. In addition, the fine tips and the surfaces often deform elastically or plastically during a measurement, which further complicates interpretation of the results. However, the technology is developing rapidly, so that very soon we may expect to see reliable intermolecular, as opposed to intersurface, force laws emerging from AFM measurements.

**PROBLEMS AND DISCUSSION TOPICS**

10.1 The 'range of an interaction' has always been an ambiguous concept because regardless of whether the interaction potential decays as a power law or exponentially with distance its range is strictly (mathematically) infinite. Propose a practical general definition for 'the range of an interaction'. See if it is readily applicable to the interactions of small molecules, large particles and extended surfaces, both in the absence and presence of other forces.

10.2 Show that the van der Waals interaction energy $W(D)$ per unit length for two parallel cylinders of radii $R_1$ and $R_2$ whose surfaces are separated by a distance $D$ (where $R_1 \gg D$ and $R_2 \gg D$) is

$$
W(D) \text{ length} = \frac{\pi \kappa_0 \rho_1 \rho_2 (R_1 R_2)}{12 \sqrt{2D^{3/2}}} \left(\frac{R_1 + R_2}{D}\right)^{1/2}.
$$

10.3 The repulsive pressure between two flat surfaces interacting in a liquid medium is given by $P = Ce^{-\sigma}$ where $C = 10^{-77}$ J m$^6$, and a hard-wall repulsion at $r = 0.2$ nm. What is the adhesion force between (i) an atom and a solid surface, and (ii) a solid sphere of radius $R = 100$ nm and a solid surface? Compare the adhesion forces (calculated at $D = 0.2$ nm) with the forces when the surfaces are at $D = 2$ nm from each other. Each solid may be assumed to be composed of the same atoms at their maximum (close-packed) density.

If in each of the above cases the atom (or sphere) were suspended from a spring of stiffness $K = 0.1$ N m$^{-1}$ which is slowly brought down towards the surface, calculate (i) the gap distance, $D_g$, at which the atom (or sphere) will spontaneously 'jump' into contact with the flat surface, and (ii) the attractive force between the two at $D = D_g$.

In a particular type of AFM experiment to measure surface forces the atom or sphere constitutes the end of the 'tip', and the gap distance $D_g$ is measured from the deflection of the spring (between the start and end of a jump). Is this a reliable way of measuring $D_g$, or will it overestimate/underestimate the real gap distance between the surfaces?
measured using a variety of laser-optical techniques, thereby allowing forces as small as $10^{-8}$–$10^{-10}$ N to be measured (Hansma et al., 1988; Rugar and Hansma, 1990). This sensitivity is sufficient for measuring adhesion and very short-range forces between molecular-sized tips and surfaces, but not longer range forces (see Problem 10.8). Recently, however, Ducker et al. (1991) attached a micron-sized quartz sphere to the end of an AFM tip and measured the long-range repulsive electrostatic force (see Chapter 12) between the sphere and a flat surface in aqueous salt solutions out to surface separations of 60 nm.

Interpreting the results of an AFM experiment is not always straightforward (cf. Problem 10.8). The absolute distance between the surfaces is usually not known exactly, and neither is the tip geometry. In addition, the fine tips and the surfaces often deform elastically or plastically during a measurement, which further complicates interpretation of the results. However, the technology is developing rapidly, so that very soon we may expect to see reliable intermolecular, as opposed to intersurface, force laws emerging from AFM measurements.

PROBLEMS AND DISCUSSION TOPICS

10.1 The 'range of an interaction' has always been an ambiguous concept because regardless of whether the interaction potential decays as a power law or exponentially with distance its range is strictly (mathematically) infinite. Propose a practical general definition for 'the range of an interaction'. See if it is readily applicable to the interactions of small molecules, large particles and extended surfaces, both in the absence and presence of other forces.

10.2 Show that the van der Waals interaction energy $W(D)$ per unit length for two parallel cylinders of radii $R_1$ and $R_2$ whose surfaces are separated by a distance $D$ (where $R_1 \gg D$ and $R_2 \gg D$) is

$$W(D) = \frac{\pi^2 \rho_1 \rho_2}{12 \sqrt{2D^{11/2}}} \left( \frac{R_1 R_2}{R_1 + R_2} \right)^{1/2}.$$  \hspace{1cm} (10.21)

10.3 The repulsive pressure between two flat surfaces interacting in a liquid medium is given by $P = C e^{-\kappa r}$, where $C = 10^{-77}$ J m$^{-6}$, and a hard-wall repulsion at $r = 0.2$ nm. What is the adhesion force between (i) an atom and a solid surface, and (ii) a solid sphere of radius $R = 100$ nm and a solid surface? Compare the adhesion forces (calculated at $D = 0.2$ nm) with the forces when the surfaces are at $D = 2$ nm from each other. Each solid may be assumed to be composed of the same atoms at their maximum (close-packed) density.

If in each of the above cases the atom (or sphere) were suspended from a spring of stiffness $K = 0.1$ N m$^{-1}$ which is slowly brought down towards the surface, calculate (i) the gap distance, $D_g$, at which the atom (or sphere) will spontaneously 'jump' into contact with the flat surface, and (ii) the attractive force between the two at $D = D_g$.

In a particular type of AFM experiment to measure surface forces the atom or sphere constitutes the end of the 'tip', and the gap distance $D_g$ is measured from the deflection of the spring (between the start and end of a jump). Is this a reliable way of measuring $D_g$, or will it overestimate/underestimate the real jump distance between the surfaces?

the flat surface, what is the net repulsive force between the particle and the surface, and what fraction of the total force comes from surface separations greater than $2D_0$?

If the spherical particle is made of iron and is suspended in water, what will be its average distance from the surface at equilibrium?

10.4 The repulsive pressure between two flat surfaces interacting in a particular aqueous solution is described by $P = C e^{-\kappa r}$, as in Problem 10.3. Consider a spherical colloidal particle of radius $R$ interacting with a flat surface in this solution, where the two surfaces are at a distance $D_0$ apart.

(i) Calculate their 'effective' area of interaction, i.e. the area at which two flat surfaces, separated by the same distance $D_0$, would have the same force as that between the sphere and the flat surface. Relate your result to the distance $D_0'$ between the flat surface and the circular section through the sphere having this area.

(ii) Repeat the above calculations for the case where the interaction is a purely attractive van der Waals force, where the pressure between two flat surfaces is now given by $P = \frac{A}{6 \pi n D^3}$.

10.5 Obtain an expression for the repulsive part of the force law between two flat surfaces by summing the repulsive $+ B/r^{12}$ term of the Lennard-Jones potential. Is your expression physically meaningful?

10.6 Derive Eq. (10.20).

10.7 For what types of interactions or under what conditions will the Derjaguin approximation not apply?

10.8 The pair potential of two atoms consists of an attractive van der Waals term with a coefficient of $C = 10^{-77}$ J m$^{-6}$, and a hard-wall repulsion at $r = 0.2$ nm. What is the adhesion force between (i) an atom and a solid surface, and (ii) a solid sphere of radius $R = 100$ nm and a solid surface? Compare the adhesion forces (calculated at $D = 0.2$ nm) with the forces when the surfaces are at $D = 2$ nm from each other. Each solid may be assumed to be composed of the same atoms at their maximum (close-packed) density.

If in each of the above cases the atom (or sphere) were suspended from a spring of stiffness $K = 0.1$ N m$^{-1}$ which is slowly brought down towards the surface, calculate (i) the gap distance, $D_g$, at which the atom (or sphere) will spontaneously 'jump' into contact with the flat surface, and (ii) the attractive force between the two at $D = D_g$.

In a particular type of AFM experiment to measure surface forces the atom or sphere constitutes the end of the 'tip', and the gap distance $D_g$ is measured from the deflection of the spring (between the start and end of a jump). Is this a reliable way of measuring $D_g$, or will it overestimate/underestimate the real jump distance between the surfaces?
11.1 The Force Laws for Bodies of Different Geometries: The Hamaker Constant

As we saw in Part I, van der Waals forces play a central role in all phenomena involving intermolecular forces, for while they are not as strong as Coulombic or H-bonding interactions, they are always present. When we come to consider the long-range interactions between macroscopic particles and surfaces in liquids we shall find that the three most important forces are the van der Waals, electrostatic and steric-polymer forces, and that at shorter distances (below 1 to 3 nm) solvation and other types of steric forces often dominate over both.

Let us begin by deriving the van der Waals interaction energies in vacuum for pairs of bodies of different geometries. Starting at the simplest level we shall assume that the interaction is non-retarded and additive. In Chapter 10 we saw that for an interatomic van der Waals pair potential of the form \( w(r) = -C/r^6 \), one may sum (integrate) the energies of all the atoms in one body with all the atoms in the other and thus obtain the 'two-body' potential for an atom near a surface (Eq. (10.2)), for a sphere near a surface (Eq. (10.5)), or for two flat surfaces (Eq. (10.8)). This procedure can be carried out for other geometries as well. The resulting interaction laws for some common geometries are shown in Fig. 11.1, given in terms of the conventional Hamaker constant

\[
A = \pi^2 \gamma_1 \gamma_2 \gamma_3 \]

after Hamaker (1937), who together with Bradley (1932), Derjaguin (1934), and de Boer (1936), did much of the earlier work that advanced understanding of the forces between macroscopic bodies.

Typical values for the Hamaker constants of condensed phases, whether solid or liquid, are about \( 10^{-19} \) J for interactions across vacuum. For example,
### Chapter 11

**VAN DER WAALS FORCES BETWEEN SURFACES**

#### 11.1 The Force Laws for Bodies of Different Geometries: 
the Hamaker Constant

As we saw in Part I, van der Waals forces play a central role in all phenomena involving intermolecular forces, for while they are not as strong as Coulombic or H-bonding interactions, they are always present. When we come to consider the long-range interactions between macroscopic particles and surfaces in liquids we shall find that the three most important forces are the van der Waals, electrostatic and steric-polymer forces, and that at shorter distances (below 1 to 3 nm) solvation and other types of steric forces often dominate over both.

Let us begin by deriving the van der Waals interaction energies in vacuum for pairs of bodies of different geometries. Starting at the simplest level we shall assume that the interaction is non-retarded and additive. In Chapter 10 we saw that for an interatomic van der Waals pair potential of the form \( w(r) = -C/r^6 \), one may sum (integrate) the energies of all the atoms in one body with all the atoms in the other and thus obtain the 'two-body' potential for an atom near a surface (Eq. (10.2)), for a sphere near a surface (Eq. (10.5)), or for two flat surfaces (Eq. (10.8)). This procedure can be carried out for other geometries as well. The resulting interaction laws for some common geometries are shown in Fig. 11.1, given in terms of the conventional Hamaker constant

\[
A = \pi^2 C \rho_1 \rho_2
\]  

(11.1)

after Hamaker (1937), who together with Bradley (1932), Derjaguin (1934), and de Boer (1936), did much of the earlier work that advanced understanding of the forces between macroscopic bodies.

Typical values for the Hamaker constants of condensed phases, whether solid or liquid, are about \( 10^{-18} \) J for interactions across vacuum. For example,

---

#### Table: Van der Waals Forces Between Surfaces

<table>
<thead>
<tr>
<th>Two atoms</th>
<th>Two spheres</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w = -C/r^6 )</td>
<td>( W = -A/6D ) ( R_1 + R_2 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Atom–surface</th>
<th>Sphere–surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w = -\pi C r^6/6D^3 )</td>
<td>( W = -AR/6D )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Two parallel chain molecules</th>
<th>Two cylinders</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W = -3\pi C L/8a \ r^4 )</td>
<td>( W = \frac{AL}{12 \sqrt{2} D^{3/2}} \left( \frac{R_1}{R_1 + R_2} \right)^a )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Two crossed cylinders</th>
<th>Two surfaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W = -A/R_1 R_2/6D )</td>
<td>( W = -A/12 \pi D^3 ) per unit area</td>
</tr>
</tbody>
</table>

---

Fig. 11.1. Non-retarded van der Waals interaction free energies between bodies of different geometries calculated on the basis of pairwise additivity (Hamaker summation method). The Hamaker constant \( A \) is defined as \( A = \pi^2 C \rho_1 \rho_2 \) where \( \rho_1 \) and \( \rho_2 \) are the number of atoms per unit volume in the two bodies and \( C \) is the coefficient in the atom–atom pair potential (top left). A more rigorous method of calculating the Hamaker constant in terms of the macroscopic properties of the media is given in Section 11.3. The forces are obtained by differentiating the energies with respect to distance.
if each body is composed of atoms for which \(C = 10^{-77} \text{ J m}^6\) (cf. Table 6.1) and of number density \(\rho = 3 \times 10^{28} \text{ m}^{-3}\) (corresponding to atoms of radius \(\sim 0.2 \text{ nm}\)), the Hamaker constant is

\[
A = \pi^2 10^{-77} (3 \times 10^{28})^2 \approx 10^{-19} \text{ J (10^{-12} erg)}.
\]

Let us consider three cases more specifically. First, for hydrocarbons, treating them as an assembly of CH\(_3\) groups, we have \(C \approx 5 \times 10^{-78} \text{ J m}^6\) and \(\rho = 3.3 \times 10^{28} \text{ m}^{-3}\) per CH\(_3\) group, from which we obtain \(A \approx 5 \times 10^{-20} \text{ J}\). This is shown in Table 11.1 together with similarly calculated estimates for carbon tetrachloride and water.

<table>
<thead>
<tr>
<th>Medium</th>
<th>(C \times 10^{-79} \text{ J m}^6)</th>
<th>(\rho \times 10^{28} \text{ m}^{-3})</th>
<th>(A \times 10^{-19} \text{ J})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrocarbon</td>
<td>50</td>
<td>3.3</td>
<td>0.5</td>
</tr>
<tr>
<td>CCl(_4)</td>
<td>1500</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>H(_2)O</td>
<td>140</td>
<td>3.3</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Note that all three Hamaker constants are similar even though the media are composed of molecules differing greatly in polarizability and size. This is not a coincidence. It arises because the coefficient \(C\) in the interatomic pair potential is roughly proportional to the square of the polarizability \(\alpha\), which in turn is roughly proportional to the volume \(v\) of an atom (Section 5.1). And since \(\rho \propto 1/v\) we see that \(A \propto C \rho^2 \propto \alpha^2 \rho^2 \alpha v^3/v^3 \propto \text{constant}\). Of course, this is a gross oversimplification; nevertheless, the Hamaker constants of most condensed phases are found to lie in the range \((0.4-4) \times 10^{-19} \text{ J}\).

11.2 **Strength of Van der Waals Forces Between Bodies in Vacuum or Air**

Taking \(A = 10^{-19} \text{ J}\) as a typical value, we can now estimate the strength of the van der Waals interaction between macroscopic bodies in vacuum (or air). Thus, for two spheres of radius \(R = 1 \text{ cm} = 10^{-2} \text{ m}\) in contact at \(D \approx 0.2 \text{ nm}\), their adhesion force will be

\[
F = \frac{AR}{12D^2} = (10^{-19} \times 10^{-2})/12(2 \times 10^{-10})^2 = 2 \times 10^{-3} \text{ N (or 0.2 g)}.
\]

while at \(D = 10 \text{ nm}\) the force will have fallen by a factor of 2500 to about \(10^{-6} \text{ N}\), or 0.1 mg. Note that these forces are easily measurable using conventional methods.

Turning now to the interaction energy, at \(D = 10 \text{ nm}\) the energy is \(-\frac{AR}{12D} \approx -10^{-14} \text{ J}\), or about \(2 \times 10^6 \text{ kT}\), and even for particles with radii as small as \(R = 20 \text{ nm}\) their energy exceeds \(kT\) at \(D = 10 \text{ nm}\).

For two planar surfaces in contact \((D \approx 0.2 \text{ nm})\), the adhesive pressure will be

\[
P = \frac{1}{6\pi D^3} \approx 7 \times 10^8 \text{ N m}^{-2} \approx 7000 \text{ atm},
\]

while at \(D = 10 \text{ nm}\) the pressure is reduced by a factor of about \(10^5\) to a still-significant 0.05 atm. At contact the *adhesion energy* will be \(-\frac{A}{12\pi D^2} \approx -66 \text{ mJ m}^{-2}\), which corresponds to a surface energy of \(\gamma = 33 \text{ mJ m}^{-2}\). This is exactly the order expected for the surface energies and tensions of van der Waals solids and liquids, discussed later. We see, therefore, that the van der Waals interaction between macroscopic particles and surfaces is large, and not only when the bodies are in contact. Later we shall see that in a medium the interaction strength is reduced by about an order of magnitude, and that under certain conditions it can become repulsive.

11.3 **The Lifshitz Theory of Van der Waals Forces**

The assumptions of simple pairwise additivity inherent in the formulae of Fig. 11.1 and the definition of \(A\) of Eq. (11.1) ignore the influence of neighbouring atoms on the interaction between any pair of atoms. First, as we saw in Section 5.7 the effective polarizability of an atom changes when it is surrounded by other atoms. Second, recalling our earlier simple model of the dispersion interaction between two Bohr atoms 1 and 2, if a third atom 3 is present, it too will be polarized by the instantaneous field of atom 1, and its induced dipole field will also act on atom 2. Thus, the field from atom 1 reaches atom 2 both directly and by reflection from atom 3. The existence of multiple reflections and the extra force terms to which they give rise is a further instance where straightforward additivity breaks down, and the matter becomes very complicated when many atoms are present (see Problem 6.2). In rarefied media (gases) these effects are small, and the assumptions of additivity hold, but this is not the case for condensed media. Further, the additivity approach cannot be readily extended to bodies interacting in a medium.

The problem of additivity is completely avoided in the *Lifshitz theory*...
if each body is composed of atoms for which \( C = 10^{-77} \text{ J m}^6 \) (cf. Table 6.1) and of number density \( \rho = 3 \times 10^{28} \text{ m}^{-3} \) (corresponding to atoms of radius \( \sim 0.2 \text{ nm} \)), the Hamaker constant is

\[
A = \pi^2 10^{-77}(3 \times 10^{28})^2 \approx 10^{-19} \text{ J (10^{-12} erg).}
\]

Let us consider three cases more specifically. First, for hydrocarbons, treating them as an assembly of CH\(_2\) groups, we have \( C \approx 5 \times 10^{-78} \text{ J m}^6 \) and \( \rho = 3.3 \times 10^{28} \text{ m}^{-3} \) per CH\(_2\) group, from which we obtain \( A \approx 5 \times 10^{-20} \text{ J} \). This is shown in Table 11.1 together with similarly calculated estimates for carbon tetrachloride and water.

<table>
<thead>
<tr>
<th>Medium</th>
<th>( C ) ((10^{-79} \text{ J m}^6))</th>
<th>( \rho ) ((10^{28} \text{ m}^{-3}))</th>
<th>( A ) ((10^{-19} \text{ J}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrocarbon</td>
<td>50</td>
<td>3.3</td>
<td>0.5</td>
</tr>
<tr>
<td>CCl(_4)</td>
<td>1500</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>H(_2)O</td>
<td>140</td>
<td>3.3</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 11.1: Hamaker constants determined from pairwise additivity, Eq. (11.1).

Note that all three Hamaker constants are similar even though the media are composed of molecules differing greatly in polarizability and size. This is not a coincidence. It arises because the coefficient \( C \) in the interatomic pair potential is roughly proportional to the square of the polarizability \( \alpha \), which in turn is roughly proportional to the volume \( v \) of an atom (Section 5.1). And since \( \rho \propto 1/v \) we see that \( A \propto C \rho^2 \propto \alpha^2 \rho^2 /v^2 \propto \text{constant} \). Of course, this is a gross oversimplification; nevertheless, the Hamaker constants of most condensed phases are found to lie in the range \((0.4-4) \times 10^{-19} \text{ J})

11.2 Strength of Van der Waals Forces Between Bodies in Vacuum or Air

Taking \( A = 10^{-19} \text{ J} \) as a typical value, we can now estimate the strength of the van der Waals interaction between macroscopic bodies in vacuum (or air). Thus, for two spheres of radius \( R = 1 \text{ cm} = 10^{-2} \text{ m} \) in contact at \( D \approx 0.2 \text{ nm} \), their adhesion force will be

\[
F = AR/12D^2 = (10^{-19} \times 10^{-2})/12(2 \times 10^{-10})^2 \\
= 2 \times 10^{-3} \text{ N (or 0.2 g)}.
\]

while at \( D = 10 \text{ nm} \) the force will have fallen by a factor of 2500 to about \( 10^{-6} \text{ N} \), or 0.1 mg. Note that these forces are easily measurable using conventional methods.

Turning now to the interaction energy, at \( D = 10 \text{ nm} \) the energy is \(-AR/12D \approx -10^{-14} \text{ J} \), or about \( 2 \times 10^6 10^6 \text{ kT} \), and even for particles with radii as small as \( R = 20 \text{ nm} \) their energy exceeds \( kT \) at \( D = 10 \text{ nm} \).

For two planar surfaces in contact \((D \approx 0.2 \text{ nm})\), the adhesive pressure will be

\[
P = A/6\pi D^3 \approx 7 \times 10^8 \text{ N m}^{-2} \approx 7000 \text{ atm},
\]

while at \( D = 10 \text{ nm} \) the pressure is reduced by a factor of about \( 10^5 \) to a still-significant 0.05 atm. At contact the adhesion energy will be \(-A/12\pi D^2 \approx -66 \text{ mJ m}^{-2} \), which corresponds to a surface energy of \( \gamma = 33 \text{ mJ m}^{-2} \). This is exactly the order expected for the surface energies and tensions of van der Waals solids and liquids, discussed later. We see, therefore, that the van der Waals interaction between macroscopic particles and surfaces is large, and not only when the bodies are in contact. Later we shall see that in a medium the interaction strength is reduced by about an order of magnitude, and that under certain conditions it can become repulsive.

11.3 The Lifshitz Theory of Van der Waals Forces

The assumptions of simple pairwise additivity inherent in the formulae of Fig. 11.1 and the definition of \( A \) of Eq. (11.1) ignore the influence of neighbouring atoms on the interaction between any pair of atoms. First, as we saw in Section 5.7 the effective polarizability of an atom changes when it is surrounded by other atoms. Second, recalling our earlier simple model of the dispersion interaction between two Bohr atoms 1 and 2, if a third atom 3 is present, it too will be polarized by the instantaneous field of atom 1, and its induced dipole field will also act on atom 2. Thus, the field from atom 1 reaches atom 2 both directly and by reflection from atom 3. The existence of multiple reflections and the extra force terms to which they give rise is a further instance where straightforward additivity breaks down, and the matter becomes very complicated when many atoms are present (see Problem 6.2). In rarefied media (gases) these effects are small, and the assumptions of additivity hold, but this is not the case for condensed media. Further, the additivity approach cannot be readily extended to bodies interacting in a medium.

The problem of additivity is completely avoided in the Lifshitz theory...
where the atomic structure is ignored and the forces between large bodies, now treated as continuous media, are derived in terms of such bulk properties as their dielectric constants and refractive indices. However, before we proceed it is well to point out that all the expressions in Fig. 11.1 for the interaction energies remain valid even within the framework of continuum theories. The only thing that changes is the way the Hamaker constant is calculated.

The original Lifshitz theory (Lifshitz, 1956; Dzyaloshinskii et al., 1961) requires a thorough working knowledge of quantum field theory for its understanding, and it is probably due to this that it was initially ignored by most scientists who persisted with the additivity approach of Hamaker. Later, Langbein, Ninham, Parsegian, Van Kampen and others, showed how the essential equations could be derived using much simpler theoretical techniques (for reviews see Israelachvili and Tabor, 1973; Parsegian, 1973; Israelachvili, 1974; Mahanty and Ninham, 1976). Here we shall adopt the simplest of these using a modified additivity approach.

We have already seen that the van der Waals interaction is essentially electrostatic, arising from the dipole field of an atom 'reflected back' by a second atom that has been polarized by this field. Let us first analyse this reflected field when the second atom is replaced by a planar surface and where the first atom is replaced by a charge $Q$ (Fig. 11.2). From Fig. 2.2 we know that the interaction energy of a charge with a molecule (Fig. 11.2a) is given by

$$w(r) = -C/r^a = -Q^2\alpha_2/2(4\pi\varepsilon_0\varepsilon_3)^2r^4.$$

(11.2)

where $\alpha_2$ is the excess polarizability of molecule 2 in medium 3. When molecule 2 is replaced by a medium (Fig. 11.2b) the interaction between the charge in medium 3 and the surface of medium 2 may be obtained by the method of additivity, Eq. (10.1), which gives $W(D) = -2\pi C\rho_2/(n-2)\times(n-3)D^{n-3}$. Inserting values for $C$ and $n$ from Eq. (11.2) gives

$$W(D) = -\pi Q^2\rho_2\alpha_2/2(4\pi\varepsilon_0\varepsilon_3)^2D.$$

(11.3)

However, it is well known that a charge $Q$ in a medium of dielectric constant $\varepsilon_2$ at a distance $D$ from the plane surface of a second medium of dielectric constant $\varepsilon_3$ experiences a force as if there were an 'image' charge of strength $-Q(\varepsilon_2 -\varepsilon_3)/(\varepsilon_2 + \varepsilon_3)$ at a distance $D$ on the other side of the boundary, i.e., at a distance $2D$ away (Landau and Lifshitz, 1984, Ch. II). This force is therefore given by

$$F(D) = -\frac{Q^2}{4(4\pi\varepsilon_0\varepsilon_3)^2D} \frac{\varepsilon_2 - \varepsilon_3}{\varepsilon_2 + \varepsilon_3}.$$

(11.4)

which corresponds to an interaction energy of

$$W(D) = \frac{Q^2}{4(4\pi\varepsilon_0\varepsilon_3)^2D} \frac{\varepsilon_2 - \varepsilon_3}{\varepsilon_2 + \varepsilon_3}.$$

(11.5)

Equating Eq. (11.5) with Eq. (11.3) we immediately find that

$$\rho_2\alpha_2 = 2\varepsilon_0\varepsilon_3(\varepsilon_2 - \varepsilon_3)/(\varepsilon_2 + \varepsilon_3).$$

(11.6)

This is an important result, giving the excess bulk or volume polarizability of a planar dielectric medium 2 in medium 3 in terms of the purely macroscopic properties of the media. The Hamaker constant for the interaction of two media 1 and 2 across a third medium 3 (Fig. 11.2c) may now be expressed in terms of McClellan's equation, Eq. (6.18), for $C$ and Eq. (11.6) for $\rho_1\alpha_1$ and $\rho_2\alpha_2$ as follows:

$$A = \pi^2 C\rho_1\rho_2$$

$$= \frac{5\pi^2 kT\rho_1\rho_2}{(4\pi\varepsilon_0)^2} \sum_{\alpha_1, \alpha_2} \frac{\alpha_1_i(\alpha_n)\alpha_2_i(\alpha_m)}{\varepsilon_2(\alpha_n)}$$

$$= \frac{3}{2} kT \sum_{\alpha_1, \alpha_2} \left[ \frac{\varepsilon_1(\alpha_n) - \varepsilon_3(\alpha_n)}{\varepsilon_1(\alpha_n) + \varepsilon_3(\alpha_n)} \right] \left[ \frac{\varepsilon_2(\alpha_n) - \varepsilon_3(\alpha_n)}{\varepsilon_2(\alpha_n) + \varepsilon_3(\alpha_n)} \right].$$

(11.7)
where $\alpha_2$ is the excess polarizability of molecule 2 in medium 3. When molecule 2 is replaced by a medium (Fig. 11.2b) the interaction between the charge in medium 3 and the surface of medium 2 may be obtained by the method of additivity, Eq. (10.1), which gives $W(D) = -2\pi \epsilon \rho_2/(n-2) \times (n-3)D^{n-3}$. Inserting values for $C$ and $n$ from Eq. (11.2) gives

$$W(D) = -\frac{\pi Q^2 \rho_2 \alpha_2}{2(4\pi \epsilon_0 \epsilon_3)^2 D}.$$  \hfill (11.3)

However, it is well known that a charge $Q$ in a medium of dielectric constant $\epsilon_3$ at a distance $D$ from the plane surface of a second medium of dielectric constant $\epsilon_2$ experiences a force as if there were an ‘image’ charge of strength $-Q(\epsilon_2 - \epsilon_3)/(\epsilon_2 + \epsilon_3)$ at a distance $D$ on the other side of the boundary, i.e., at a distance $2D$ away (Landau and Lifshitz, 1984, Ch. II). This force is therefore given by

$$F(D) = -\frac{Q^2}{(4\pi \epsilon_0 \epsilon_3)(2D)^2} \left( \frac{\epsilon_3 - \epsilon_2}{\epsilon_2 + \epsilon_3} \right).$$  \hfill (11.4)

which corresponds to an interaction energy of

$$W(D) = -\frac{Q^2}{4(4\pi \epsilon_0 \epsilon_3)D} \frac{(\epsilon_3 - \epsilon_2)}{(\epsilon_2 + \epsilon_3)}. $$  \hfill (11.5)

Equating Eq. (11.5) with Eq. (11.3) we immediately find that

$$\rho_2 \alpha_2 = 2\epsilon_0 \epsilon_3 (\epsilon_2 - \epsilon_3)/(\epsilon_2 + \epsilon_3).$$ \hfill (11.6)

This is an important result, giving the excess bulk or volume polarizability of a planar dielectric medium 2 in medium 3 in terms of the purely macroscopic properties of the media. The Hamaker constant for the interaction of two media 1 and 2 across a third medium 3 (Fig. 11.2c) may now be expressed in terms of McLachlan’s equation, Eq. (6.18), for $C$ and Eq. (11.6) for $\rho_1 \alpha_1$ and $\rho_2 \alpha_2$ as follows:

$$A = \pi^2 \epsilon \rho_1 \rho_2 \sum_{n=0,1,\ldots} \frac{\alpha_1 (iv_n) \alpha_2 (iv_n)}{(4\pi \epsilon_0)^2}$$

$$= \frac{3}{2} kT \sum_{n=0,1,\ldots} \left[ \frac{e_1 (iv_n) - e_3 (iv_n)}{e_1 (iv_n) + e_3 (iv_n)} \right] \left[ \frac{e_2 (iv_n) - e_3 (iv_n)}{e_2 (iv_n) + e_3 (iv_n)} \right].$$ \hfill (11.7)
Replacing the sum by the integral of Eq. (6.25) we end up with the expression for the Hamaker constant based on the Lifshitz theory:

\[ A \approx \frac{3}{4} kT \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + \varepsilon_2} \frac{(\varepsilon_2 - \varepsilon_3)}{\varepsilon_2 + \varepsilon_3} \left[ 3h \int_0^\infty \left( \frac{\varepsilon_1(iv) - \varepsilon_3(iv)}{\varepsilon_1(iv) + \varepsilon_3(iv)} \frac{\varepsilon_2(iv) - \varepsilon_3(iv)}{\varepsilon_2(iv) + \varepsilon_3(iv)} \right) \, dv, \right] \]  

where \( \varepsilon_1, \varepsilon_2 \) and \( \varepsilon_3 \) are the static dielectric constants of the three media, \( \varepsilon(iv) \) are the values of \( \varepsilon \) at imaginary frequencies, and \( \nu = (2\pi kT/h)n = 4 \times 10^{13} \text{ n s}^{-1} \) at 300 K. The first term in Eq. (11.8) gives the zero-frequency energy of the van der Waals interaction and includes the Keeson and Debye dipolar contributions. The second term gives the dispersion energy and includes the London energy contribution. Equations (11.7) and (11.8) are not exact but are only the first terms in an infinite series for the nonretarded Hamaker constant. The other terms, however, are small and rarely contribute more than 5\%.

The above approach may also be used to calculate the van der Waals interaction between a molecule or small particle 1 in medium 3 with the surface of medium 2 (Fig. 11.3a). The interaction energy may be readily shown to be given by (Israelachvili, 1974)

\[ W(D) = -\pi \varepsilon_2 \rho_2 / 6D^3 \]

\[ = -\frac{3kT\varepsilon_2}{2D^3} \sum \left\{ \frac{\varepsilon_2(iv) - \varepsilon_3(iv)}{\varepsilon_2(iv) + \varepsilon_3(iv)} \left[ \frac{\varepsilon_2(iv) - \varepsilon_3(iv)}{\varepsilon_2(iv) + \varepsilon_3(iv)} \right] \right\} \]

\[ \approx -\frac{AA_1^2}{3D^3}. \]  

If, on the other hand, molecule 1 is in medium 2 (Fig. 11.3b), we must exchange \( \varepsilon_2(iv) \) and \( \varepsilon_3(iv) \) in this equation. Equation (11.9) has interesting consequences when the dielectric media 2 and 3 are liquids, or at least permeable to molecule 1, for it predicts that the molecule will behave in one of two ways depending on the relative values of the dielectric permittivities:

(i) The molecule will be attracted to the interface from either side of it (e.g., if \( \varepsilon_2 \) is intermediate between \( \varepsilon_1 \) and \( \varepsilon_3 \)).

(ii) The molecule will be attracted towards the interface from one side and then repelled from the other side (e.g., if \( \varepsilon_1 > \varepsilon_3 > \varepsilon_2 \), the molecule will be driven from right to left in Fig. 11.3). Thus, in the absence of constraints or other forces the van der Waals interaction alone may promote the migration of small uncharged particles across liquid interfaces. Note that repulsion from both sides of the interface never occurs. These effects are entirely analogous to those previously discussed in Section 9.4 in non-specific terms. The application of the Lifshitz theory to explain the engulfing or rejection of particles by surfaces has been extensively studied by Van Oss et al. (1980).

11.4 Hamaker Constants Calculated on the Basis of the Lifshitz Theory

To obtain the Hamaker constant for any system we first need to know how the dielectric permittivity of the media vary with frequency, after which we can integrate Eq. (11.8) to obtain \( A \). The dielectric permittivity \( \varepsilon(iv) \) of a medium varies with frequency \( v \) in much the same way as does the atomic polarizability of an atom, discussed in Section 6.6. Thus, \( \varepsilon(iv) \) and \( \varepsilon(iv) \) can
Replacing the sum by the integral of Eq. (6.25) we end up with the expression for the Hamaker constant based on the Lifshitz theory

\[
A \approx \frac{3}{4} \frac{kT}{\varepsilon_1 + \varepsilon_2} \left( \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + \varepsilon_2} \right) \int_{\gamma_1}^{\gamma_2} \left( \frac{\varepsilon_2\(iv\) - \varepsilon_3\(iv\)}{\varepsilon_1\(iv\) + \varepsilon_3\(iv\)} \right) \text{d}v,
\]

where \( \varepsilon_1, \varepsilon_2, \) and \( \varepsilon_3 \) are the static dielectric constants of the three media, \( \varepsilon(iv) \) are the values of \( \varepsilon \) at imaginary frequencies, and \( \gamma_n = (2\pi kT/h)n = 4 \times 10^{13} \text{ ns}^{-1} \) at 300 K. The first term in Eq. (11.8) gives the zero-frequency energy of the van der Waals interaction and includes the Keesom and Debye dipolar contributions. The second term gives the dispersion energy and includes the London energy contribution. Equations (11.7) and (11.8) are not exact but are only the first terms in an infinite series for the nonretarded Hamaker constant. The other terms, however, are small and rarely contribute more than 5%.

The above approach may also be used to calculate the van der Waals interaction between a molecule or small particle 1 in medium 3 with the surface of medium 2 (Fig. 11.3a). The interaction energy may be readily shown to be given by (Israelachvili, 1974)

\[
W(D) = -\pi \sigma_2 / 6D^3
\]

\[
= -\frac{3kT \sigma_2^2}{2D^3} \left[ \frac{\varepsilon_1(iv_n) - \varepsilon_2(iv_n)}{\varepsilon_1(iv_n) + 2\varepsilon_2(iv_n)} \right] \left[ \frac{\varepsilon_2(iv_n) - \varepsilon_3(iv_n)}{\varepsilon_2(iv_n) + \varepsilon_3(iv_n)} \right]
\]

\[
\approx -\frac{AA^2}{3D^3}.
\]

If, on the other hand, molecule 1 is in medium 2 (Fig. 11.3b), we must exchange \( \varepsilon_2(iv) \) and \( \varepsilon_3(iv) \) in this equation. Equation (11.9) has interesting consequences when the dielectric media 2 and 3 are liquids, or at least permeable to molecule 1, for it predicts that the molecule will behave in one of two ways depending on the relative values of the dielectric permittivities:

(i) The molecule will be attracted to the interface from either side of it (e.g., if \( \varepsilon_1 \) is intermediate between \( \varepsilon_2 \) and \( \varepsilon_3 \)).

(ii) The molecule will be attracted towards the interface from one side and then repelled from the other side (e.g., if \( \varepsilon_1 > \varepsilon_2 > \varepsilon_3 \), the molecule will be driven from right to left in Fig. 11.3).

Thus, in the absence of constraints or other forces the van der Waals interaction alone may promote the migration of small uncharged particles across liquid interfaces. Note that repulsion from both sides of the interface never occurs. These effects are entirely analogous to those previously discussed in Section 9.4 in non-specific terms. The application of the Lifshitz theory to explain the engulfing or rejection of particles by surfaces has been extensively studied by Van Oss et al. (1980).

11.4 Hamaker constants calculated on the basis of the Lifshitz theory

To obtain the Hamaker constant for any system we first need to know how the dielectric permittivity of the medium vary with frequency, after which we can integrate Eq. (11.8) to obtain \( A \). The dielectric permittivity \( \varepsilon(iv) \) of a medium varies with frequency \( v \) in much the same way as does the atomic polarizability of an atom, discussed in Section 6.6. Thus, \( \varepsilon(iv) \) and \( \varepsilon(iv) \) can
The above expressions for $A$ apply to any of the macroscopic geometries listed in Fig. 11.1. Four interesting aspects of these equations may be noted:

1. The van der Waals force between two identical bodies in a medium is always attractive ($A$ positive), while that between different bodies in a medium can be attractive or repulsive ($A$ negative).

2. The van der Waals force between any two condensed bodies in vacuum or air ($\varepsilon_1 = 1$ and $n_1 = 1$) is always attractive.

3. The Hamaker constant for two similar media interacting across another medium remains unchanged if the media are interchanged. Thus, if no other forces are operating, a liquid film in air will always tend to thin under the influence of the attractive van der Waals force between the two surfaces, or in other words, two air phases (or bubbles) attract each other in a liquid.

4. The purely entropic zero-frequency contribution $A_{\omega=0}$ can never exceed $\frac{3}{2}kT$, or about $3 \times 10^{-21}$ J at 300 K. For interactions across vacuum where the dispersion energy contribution $A_{\omega \neq 0}$ is typically $\sim 10^{-19}$ J, this is always small (about 3%). But, as will be seen, for interactions across a medium the zero-frequency contribution sometimes dominates over the dispersion energy contribution.

A number of authors have given more complex analytic formulae for $A$ when the interacting media have different absorption frequencies (Israelachvili, 1972; Horn and Israelachvili, 1981, Appendix B), while others have described simple numerical procedures for computing Hamaker constants for media with many absorption frequencies when the more exact equation (11.7) must be used (Gregory, 1970; Pashley, 1977; Hough and White, 1980; Prieve and Russel, 1988).

The above analysis applies to what are normally referred to as dielectric or non-conducting materials. For interactions involving conducting media such as metals their static dielectric constant is infinite and the dispersion formula of Eq. (11.11) does not apply. The dielectric permittivity of a metal is given approximately by

$$\varepsilon(\nu) = 1 - \frac{\nu^2}{\nu_c^2},$$

so that

$$\varepsilon(\nu) = 1 + \frac{\nu^2}{\nu_2^2},$$

and $\varepsilon(0) = \infty$.

For the 'symmetric case' of two identical phases 1 interacting across medium 3, the above reduces to the simple expression

$$A = A_{1=0} + A_{3=0} \approx \frac{3}{4} kT \left( \frac{\varepsilon_1 - \varepsilon_3}{\varepsilon_1 + \varepsilon_3} \right)^2 + \frac{3h

where $\nu_c$ is the so-called plasma frequency of the free electron gas, typically in the range $(3-5) \times 10^{13}$ s$^{-1}$. Substituting the above equation in Eq. (11.8) and integrating as before, we obtain for two metals interacting across vacuum

$$A \approx (3/16\sqrt{2}) h

and $\varepsilon(0) = \infty$. 

(11.16)
usually be represented by a function of the form (Mahanty and Ninham, 1976)

\[
e(v) = 1 + \frac{\text{constant}}{(1 - iv/v_{\text{rot}})} + \frac{\text{constant}}{(1 - v^2/v_2^2)},
\]

so that

\[
e(iv) = 1 + \frac{(e - n^2)}{(1 + v/v_{\text{rot}})} + \frac{(n^2 - 1)}{(1 + v^2/v_2^2)},
\]

\[
e(0) = e,
\]

where \(v_{\text{rot}}\) is the molecular rotational relaxation frequency, which is typically at microwave and lower frequencies \((v_{\text{rot}} < 10^{12}\text{ s}^{-1})\), \(v_1\) is the main electronic absorption frequency in the UV typically around \(3 \times 10^{15}\text{ s}^{-1}\), and \(n\) is the refractive index of the medium in the visible (i.e., \(n^2 = n_{\text{vis}}(v)\)). Note that \(e(iv)\) of Eq. (11.11) is a real function of \(v\).

Since \(v_1 \approx 4 \times 10^{13}\text{ s}^{-1} \gg v_{\text{rot}}\), the dispersion energy is determined solely by the electronic absorption (last term in Eq. (11.11)). We may therefore substitute an expression of the form

\[
e(iv) = 1 + (n^2 - 1)/(1 + v^2/v_2^2)
\]

for each medium into Eq. (11.8) and integrate using the definite integral of Eq. (6.27). If the absorption frequencies of all three media are assumed to be the same, we obtain the following approximate expression for the non-retarded Hamaker constant for two macroscopic phases 1 and 2 interacting across a medium 3:

\[
A_{\text{Total}} = A_{\ast 0} + A_{\ast 0} \approx \frac{3}{4} \frac{kT}{e_1 - e_2} \left(\frac{e_1 - e_3}{e_2 + e_3}\right)^2 + \frac{3hv_1}{8\sqrt{2}(n_1^2 + n_2^2)(n_3^2 - n_2^2)} \left\{ \frac{(n_1^2 - n_2^2)(n_3^2 - n_2^2)}{(n_1^2 + n_2^2)^{1/2}} \left\{ \frac{(n_1^2 + n_3^2)^{1/2}}{(n_2^2 + n_3^2)^{1/2}} \right\} \right\}.
\]

For the 'symmetric case' of two identical phases 1 interacting across medium 3, the above reduces to the simple expression

\[
A = A_{\ast 0} + A_{\ast 0} \approx \frac{3}{4} \frac{kT}{e_1 - e_2} \left(\frac{e_1 - e_3}{e_2 + e_3}\right)^2 + \frac{3hv_1}{16\sqrt{2}(n_1^2 + n_2^2)^{3/2}} (n_1^2 - n_2^2)^{1/2} (n_3^2 - n_2^2)^{1/2}.
\]

The above expressions for \(A\) apply to any of the macroscopic geometries listed in Fig. 11.1. Four interesting aspects of these equations may be noted:

1. The van der Waals force between two \textit{identical} bodies in a medium is always attractive (\(A\) positive), while that between \textit{different} bodies in a medium can be attractive or repulsive (\(A\) negative).

2. The van der Waals force between any two condensed bodies in vacuum or air (\(e_3 = 1\) and \(n_3 = 1\)) is always attractive.

3. The Hamaker constant for two similar media interacting across another medium remains unchanged if the media are interchanged. Thus, if no other forces are operating, a liquid film in air will always tend to thin under the influence of the attractive van der Waals force between the two surfaces, or in other words, two air phases (or bubbles) attract each other in a liquid.

4. The purely entropic zero-frequency contribution \(A_{\ast 0}\) cannot exceed \(\frac{1}{2}kT\) or about \(3 \times 10^{-21}\text{ J}\) at 300 K. For interactions across vacuum where the dispersion energy contribution is typically \(\sim 10^{-19}\text{ J}\), this is already small (about 3%). But, as will be seen, for interactions across a medium the zero-frequency contribution sometimes dominates over the dispersion energy contribution.

A number of authors have given more complex analytic formulae for \(A\) when the interacting media have different absorption frequencies (Israelachvili, 1972; Horn and Israelachvili, 1981, Appendix B), while others have described simple numerical procedures for computing Hamaker constants for media with many absorption frequencies when the more exact equation (11.7) must be used (Gregory, 1970; Pashley, 1977; Hough and White, 1980; Prieve and Rusell, 1988).

The above analysis applies to what are normally referred to as dielectric or non-conducting materials. For interactions involving conducting media such as metals their static dielectric constant is infinite and the dispersion formula of Eq. (11.11) does not apply. The dielectric permittivity of a metal is given approximately by

\[
e(v) = 1 - \frac{v^2}{v_2^2},
\]

so that

\[
e(iv) = 1 + \frac{v^2}{v_2^2},\quad \text{and} \quad e(0) = \infty,
\]

where \(v_2\) is the so-called plasma frequency of the free electron gas, typically in the range \((3-5) \times 10^{15}\text{ s}^{-1}\). Substituting the above equation in Eq. (11.8) and integrating as before, we obtain for two metals interacting across vacuum

\[
A \approx \frac{3}{16\sqrt{2}} hv_2 \approx 4 \times 10^{-19}\text{ J}.
\]
### Table 11.2 Non-retarded Hamaker constants for two identical media interacting across vacuum (air)

<table>
<thead>
<tr>
<th>Medium</th>
<th>Dielectric constant $\varepsilon$</th>
<th>Refractive index $n$</th>
<th>Absorption frequency $\nu_a$ (10^{12} s^{-1})</th>
<th>$A_{\text{eq}} = 1$</th>
<th>Exact solutions$^b$</th>
<th>Experimental$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>80</td>
<td>1.333</td>
<td>3.0</td>
<td>3.7</td>
<td>3.7, 4.0</td>
<td></td>
</tr>
<tr>
<td>n-Pentane</td>
<td>1.84</td>
<td>1.349</td>
<td>3.0</td>
<td>3.8</td>
<td>3.75</td>
<td></td>
</tr>
<tr>
<td>n-Octane</td>
<td>1.95</td>
<td>1.387</td>
<td>3.0</td>
<td>4.5</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>n-Dodecane</td>
<td>2.01</td>
<td>1.411</td>
<td>3.0</td>
<td>5.0</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>n-Tetradecane</td>
<td>2.03</td>
<td>1.418</td>
<td>2.9</td>
<td>5.0</td>
<td>5.1, 5.4</td>
<td></td>
</tr>
<tr>
<td>n-Hexadecane</td>
<td>2.05</td>
<td>1.423</td>
<td>2.9</td>
<td>5.1</td>
<td>5.2</td>
<td></td>
</tr>
<tr>
<td>Hydrocarbon (crystal)</td>
<td>2.25</td>
<td>1.50</td>
<td>3.0</td>
<td>7.1</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Cyclohexane</td>
<td>2.03</td>
<td>1.426</td>
<td>2.9</td>
<td>5.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td>2.28</td>
<td>1.501</td>
<td>2.1</td>
<td>5.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbon tetrachloride</td>
<td>2.24</td>
<td>1.460</td>
<td>2.7</td>
<td>4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acetone</td>
<td>21</td>
<td>1.339</td>
<td>2.9</td>
<td>4.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethanol</td>
<td>26</td>
<td>1.361</td>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polystyrene</td>
<td>2.55</td>
<td>1.557</td>
<td>2.3</td>
<td>6.5</td>
<td>6.6, 7.9</td>
<td></td>
</tr>
<tr>
<td>Polyvinyl chloride</td>
<td>3.2</td>
<td>1.527</td>
<td>2.9</td>
<td>7.5</td>
<td>7.8</td>
<td></td>
</tr>
<tr>
<td>PTFE</td>
<td>2.1</td>
<td>1.359</td>
<td>2.9</td>
<td>3.8</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>Fused quartz</td>
<td>3.8</td>
<td>1.448</td>
<td>3.2</td>
<td>6.3</td>
<td>6.5</td>
<td>5–6</td>
</tr>
<tr>
<td>Mica</td>
<td>7.0</td>
<td>1.60</td>
<td>3.0</td>
<td>10</td>
<td>10</td>
<td>13.5</td>
</tr>
<tr>
<td>CaF$_2$</td>
<td>7.4</td>
<td>1.427</td>
<td>3.8</td>
<td>7.0</td>
<td>7.2</td>
<td></td>
</tr>
<tr>
<td>Liquid He</td>
<td>1.057</td>
<td>1.028</td>
<td>5.9</td>
<td>0.057</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alumina (Al$_2$O$_3$)$^d$</td>
<td>11.6</td>
<td>1.75</td>
<td>3.0 est.</td>
<td>14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iron oxide (Fe$_3$O$_4$)</td>
<td>—</td>
<td>1.97</td>
<td>3.0 est.</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zirconia (ZrO$_2$)$^d$</td>
<td>20–40</td>
<td>2.15</td>
<td>3.0 est.</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rutile (TiO$_2$)$^d$</td>
<td>—</td>
<td>2.61</td>
<td>3.0 est.</td>
<td>43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silicon carbide$^d$</td>
<td>10.2</td>
<td>2.65</td>
<td>3.0 est.</td>
<td>44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metals (Au, Ag, Cu)</td>
<td>$\infty$</td>
<td>—</td>
<td>3–5</td>
<td>25–40</td>
<td>30–50</td>
<td></td>
</tr>
</tbody>
</table>


$^b$ Exact solutions computed mainly by Hough and White (1980) and, when in italics, by Parsegian and Weiss (1981).

$^c$ Experimental values from Israelachvili and Tabor (1972) and Derjaguin et al. (1978).

Due to their high polarizability, as reflected by their high dielectric constants and refractive indices, the Hamaker constants of metals and metal oxides can be up to an order of magnitude higher than those of nonconducting media.

Table 11.2 gives some Hamaker constants for two identical phases interacting across vacuum as calculated using Eq. (11.14) together with more rigorously computed values. Experimentally determined values are also included where available. Note the good agreement between values calculated on the basis of Eq. (11.14) and those computed much more rigorously by solving the full Lifshitz equation. Note too the reasonably good agreement between theory and experiment. We may also compare the values of $A$ of Table 11.2 with those obtained from a summation of additive pair potentials given in Table 11.1. Thus, for hydrocarbons and CCl$_4$, the agreement is surprisingly good, but for highly polar liquids such as water, the additivity approach overestimates the value of $A$ mainly because it overestimates the zero-frequency contribution.

Note that the Lifshitz theory is a continuum theory and so can only be used when the interacting surfaces are farther apart than molecular dimensions, i.e., when $D \gg \sigma$. In Sections 11.10 and 11.11 we shall investigate the applicability of the Lifshitz theory for determining short-range forces, including the adhesion energies of bodies in contact.

11.5 Applications of the Lifshitz Theory to Interactions in a Medium

The Lifshitz theory is particularly suitable for analysing interactions in a medium. As a graphic example of this, Fig. 11.4 shows how $\varepsilon_{\nu}(\nu)$ varies with frequency for water and a typical hydrocarbon such as dodecane. Both of these liquids have roughly the same absorption frequency of about $\nu_\text{a} \approx 3.0 \times 10^{15}$ s$^{-1}$. The area under the dashed curve at frequencies above $\nu_\text{a}$ is roughly proportional to the non-retarded dispersion energy of two hydrocarbon phases across a water film, for which we obtain, using Eq. (11.14),

$$A_{\nu = 0} \approx \frac{3(6.63 \times 10^{-34})(3 \times 10^{15})(1.41^2 - 1.33^2)^2}{16\sqrt{2}(1.41^2 + 1.33^2)^{5/2}} \approx 0.17 \times 10^{-20} \text{ J}.$$

Concerning the zero-frequency contribution, note that water exhibits strong absorptions at lower frequencies and consequently has a high static dielectric constant $\varepsilon$ of 80. In contrast, the dielectric constant of hydrocarbons remains the same right down to zero frequency where $\varepsilon \approx \pi^2 \approx 20$. The large
Due to their high polarizability, as reflected by their high dielectric constants and refractive indices, the Hamaker constants of metals and metal oxides can be up to an order of magnitude higher than those of nonconducting media.

Table 11.2 gives some Hamaker constants for two identical phases interacting across vacuum as calculated using Eq. (11.14) together with more rigorously computed values. Experimentally determined values are also included where available. Note the good agreement between values calculated on the basis of Eq. (11.14) and those computed more rigorously by solving the full Lifshitz equation. Note too the reasonably good agreement between theory and experiment. We may also compare the values of \( A \) of Table 11.2 with those obtained from a summation of additive pair potentials given in Table 11.1. Thus, for hydrocarbons and CCl\(_4\), the agreement is surprisingly good, but for highly polar liquids such as water, the additivity approach overestimates the value of \( A \) mainly because it overestimates the zero-frequency contribution.

Note that the Lifshitz theory is a continuum theory and so can only be used when the interacting surfaces are farther apart than molecular dimensions, i.e., when \( D \gg \sigma \). In Sections 11.10 and 11.11 we shall investigate the applicability of the Lifshitz theory for determining short-range forces, including the adhesion energies of bodies in contact.

### 11.5 Applications of the Lifshitz Theory to Interactions in a Medium

The Lifshitz theory is particularly suitable for analysing interactions in a medium. As a graphic example of this, Fig. 11.4 shows how \( \varepsilon(\nu) \) varies with frequency for water and a typical hydrocarbon such as dodecane. Both of these liquids have roughly the same absorption frequency of about \( \nu_a \approx 3.0 \times 10^{15} \text{ s}^{-1} \). The area under the dashed curve at frequencies above \( \nu_a \) is roughly proportional to the non-retarded dispersion energy of two hydrocarbon phases across a water film, for which we obtain, using Eq. (11.14),

\[
A_{\nu>\nu_a} \approx \frac{3(6.63 \times 10^{-34})(3 \times 10^{15})}{16\sqrt{2}} \left( 1.41^2 - (1.33)^2 \right)^2 \approx 0.17 \times 10^{-20} \text{ J.}
\]

Concerning the zero-frequency contribution, note that water exhibits strong absorptions at lower frequencies and consequently has a high static dielectric constant \( \varepsilon \) of 80. In contrast, the dielectric constant of hydrocarbons remains the same right down to zero frequency where \( \varepsilon \approx \pi^2 \approx 2.0 \). The large difference between \( \varepsilon_{\text{H}_2\text{O}} \) and \( \varepsilon_{\text{HC}} \) leads to a large zero-frequency contribution to the Hamaker constant of

\[
A_{\nu=0} = \frac{3}{4}kT \left( \frac{80 - 2}{80 + 2} \right)^2 \approx 0.28 \times 10^{-20} \text{ J at 300 K.}
\]

giving a total value for \( A \) of \( (0.17 + 0.28) \times 10^{-20} \approx 0.45 \times 10^{-20} \text{ J.} \)

Thus, the interaction between hydrocarbon across water is about 10% of that across vacuum (Table 11.2). Note that for interactions across water the zero-frequency contribution \( A_{\nu=0} \) is actually higher than that across vacuum, and that this mainly entropic term therefore dominates over the dispersion contribution.

Ninham and Parsegian (1970), Gingell and Parsegian (1972), and Hough and White (1980) considered the hydrocarbon–water system in great detail and found that the theoretical \( A \) for this system lies in the range \( (4-7) \times 10^{-21} \text{ J} \) depending on the refractive index of the hydrocarbon. Note that as far as van der Waals forces are concerned the interaction of hydrocarbon across water is the same as for water across hydrocarbon. Experimental \( A \) values for hydrocarbon–water systems have been determined from studies on lipid
## Table 11.3 Hamaker constants for two media interacting across another medium

<table>
<thead>
<tr>
<th>Interacting media</th>
<th>Hamaker constant $A \times 10^{-20}$</th>
<th>Eq. (11.13)$^a$</th>
<th>Exact solutions$^b$</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Air</td>
<td>Water</td>
<td>3.7</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>Pentane</td>
<td>Water</td>
<td>0.28</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>Octane</td>
<td>Water</td>
<td>0.36</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Dodecane</td>
<td>Water</td>
<td>0.44</td>
<td>0.50</td>
<td>0.5$^d$</td>
</tr>
<tr>
<td>Hexadecane</td>
<td>Water</td>
<td>0.49</td>
<td>0.50</td>
<td>0.3–0.6$^d$</td>
</tr>
<tr>
<td>Water</td>
<td>Hydrocarbon</td>
<td>0.3–0.5</td>
<td>0.34–0.54</td>
<td>0.3–0.9$^f$</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>Water</td>
<td>1.4</td>
<td>0.95–1.3$^c$</td>
<td></td>
</tr>
<tr>
<td>Fused quartz</td>
<td>Water</td>
<td>0.63</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>Fused quartz</td>
<td>Octane</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTFE</td>
<td>Water</td>
<td>0.29</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Mica</td>
<td>Water</td>
<td>2.0</td>
<td>2.0</td>
<td>2.2$^g$</td>
</tr>
</tbody>
</table>

|                        |                              |                 |                     |            |
| Alumina (Al$_2$O$_3$)    | Water                        | 4.2$^j$         | 5.3$^b$             | 6.7$^l$    |
| Zirconia (n-ZrO$_2$)     | Water                        | 13$^j$          |                     |            |
| Rutile (TiO$_2$)         | Water                        | 26$^j$          |                     |            |
| Ag, Au, Cu               | Water                        | —               | 30–40$^c$           | 40 (gold)$^h$|
| Water                    | Pentane                      | 0.08            | 0.11                |            |
| Water                    | Octane                       | 0.51            | 0.53                |            |
| Octane                   | Water                        | −0.24           | −0.20               |            |
| Fused quartz             | Water                        | −0.87           | −1.0                |            |
| Fused quartz             | Octane                       | −0.7            |                     |            |
| Fused quartz             | Tetradecane                  | −0.4            |                     | −0.5$^b$   |
| CaF$_2$, SrF$_2$         | Liquid He                    | −0.59           | −0.59$^d$           | −0.58$^d$  |

$^a$ Based on dielectric data of Table 11.2, assuming mean values for $\kappa$.

$^b$ Hough and White (1990).


$^d$ Us et al. (1982).

$^e$ Ohshima et al. (1982).

$^f$ Requena et al. (1973).

$^g$ Israelachvili and Adams (1978).

$^h$ Derjaguin et al. (1978).

$^i$ Sabisky and Anderson (1973).

$^j$ Velamakanni (1990, thesis); Horn et al. (1988a).
bilayers. Table 11.3 gives some computed values of $A$ for interactions across various media based on the Lifshitz theory, together with measured values where these are available. As can be seen, the agreement between theory and experiment is good. Note the much smaller Hamaker constants compared to those for interactions across vacuum, especially for media of low refractive index (Table 11.2).

11.6 Repulsive van der Waals forces: Disjoining pressure and wetting films

We have already seen in Chapter 6 how repulsive van der Waals forces can arise in a medium and again in Chapter 9 how repulsive forces in general can be understood intuitively. Equation (11.13) shows that the Hamaker constant will be negative, resulting in repulsion, whenever the dielectric properties of the intervening medium are intermediate between those of the two interacting media. Indeed, one of the early successes of the Lifshitz theory was in the quantitative explanation of the wetting properties of liquid helium due to a negative Hamaker constant (Dzyaloshinskii et al., 1961).

It is well known that liquid helium avidly spreads on almost any surface. Thus, if liquid helium is placed in a beaker, it rapidly climbs up the walls and down the other side, and eventually leaves the beaker altogether. The reason for this peculiar behaviour is that the dielectric permittivity of liquid helium, $\varepsilon = \varepsilon_0 = 1.057$, is lower than that of any other medium (except vapour). Thus, there will be a negative Hamaker constant and a repulsive van der Waals force across an absorbed liquid helium film which will act to thicken the film so as to lower its energy. But when liquid helium climbs up a smooth wall the gain in van der Waals energy is at the expense of gravitational energy, and so the equilibrium film thickness will decrease with height (Fig. 11.5). Sabisky and Anderson (1973) measured the thickness as a function of the height of liquid helium films at 1.38 K on atomically smooth surfaces of CaF$_2$, SrF$_2$ and BaF$_2$. As the height increased the thickness decreased. Let us look at this interesting phenomenon of wetting films in more detail (see also Section 12.9).

Consider unit area of a film of mass $m$, density $\rho$ and thickness $D$ at a height $H$ above the flat liquid–vapour surface (Fig. 11.5). The total free energy of this mass will be

$$G(D) = -\frac{A}{12\pi D^2} + mgH = -\frac{A}{12\pi D^2} + \rho g HD \text{ (since } m = \rho D).$$

(11.18)

The equilibrium film thickness at $H$ will be given when $\partial G/\partial D = 0$, i.e.,

$$\frac{A}{6\pi D^3} + \rho g H = 0,$$

(11.19)

Fig. 11.5. Liquid helium climbs up the walls of containers because of the repulsive van der Waals force across the adsorbed film. At equilibrium the work done against gravity $mgH$ is balanced by the work done by the van der Waals force.
bilayers. Table 11.3 gives some computed values of \( A \) for interactions across various media based on the Lifshitz theory, together with measured values where these are available. As can be seen, the agreement between theory and experiment is good. Note the much smaller Hamaker constants compared to those for interactions across vacuum, especially for media of low refractive index (Table 11.2).

11.6 Repulsive van der Waals Forces: Disjoining Pressure and Wetting Films

We have already seen in Chapter 6 how repulsive van der Waals forces can arise in a medium and again in Chapter 9 how repulsive forces in general can be understood intuitively. Equation (11.13) shows that the Hamaker constant will be negative, resulting in repulsion, whenever the dielectric properties of the intervening medium are intermediate between those of the two interacting media. Indeed, one of the early successes of the Lifshitz theory was in the quantitative explanation of the wetting properties of liquid helium due to a negative Hamaker constant (Dzyaloshinskii et al., 1961).

It is well known that liquid helium avidly spreads on almost any surface. Thus, if liquid helium is placed in a beaker, it rapidly climbs up the walls and down the other side, and eventually leaves the beaker altogether. The reason for this peculiar behaviour is that the dielectric permittivity of liquid helium, \( \varepsilon = n^2 = 1.057 \), is lower than that of any other medium (except vapour). Thus, there will be a negative Hamaker constant and a repulsive van der Waals force across an absorbed liquid helium film which will act to thicken the film so as to lower its energy. But when liquid helium climbs up a smooth wall, the gain in van der Waals energy is at the expense of gravitational energy, and so the equilibrium film thickness will decrease with height (Fig. 11.5). Sabisky and Anderson (1973) measured the thickness as a function of the height of liquid helium films at 1.38 K on atomically smooth surfaces of CaF\(_2\), SrF\(_2\) and BaF\(_2\). As the height increased the thickness decreased. Let us look at this interesting phenomenon of wetting films in more detail (see also Section 12.9).

Consider unit area of a film of mass \( m \), density \( \rho \) and thickness \( D \) at a height \( H \) above the flat liquid–vapour surface (Fig. 11.5). The total free energy of this mass will be

\[
G(D) = -\frac{A}{12\pi D^2} + mgH = -\frac{A}{12\pi D^2} + \rho gHD \text{ (since } m = \rho D).
\]

(11.18)

The equilibrium film thickness at \( H \) will be given when \( \partial G/\partial D = 0 \), i.e.,

\[
\frac{A}{6\pi D^3} + \rho gH = 0,
\]

(11.19)
which gives for the thickness profile as a function of height $H$:

$$D = (-A/6\pi \rho gh)^{1/3}.$$  \hspace{1cm} (11.20)

Equation (11.20) has solutions for finite $D$ only when $A$ is negative. In the case of liquid helium on a CaF$_2$ surface, from Table 11.3 we have $A = -5.9 \times 10^{-21}$ J, and for helium $\rho = 1.4 \times 10^3$ kg m$^{-3}$. Thus, we expect for the film profile:

$$D = \frac{28}{\sqrt[3]{H(cm)}} \text{ nm.}$$

Sabisky and Anderson (1973) measured $D = 2.8$ nm at $H = 1000$ cm, exactly as expected. But at $H = 1$ cm they obtained $D = 21.5$ nm instead of $D = 28$ nm. This is due to retardation effects, which were observed for films thicker than 6 nm.

Repulsive van der Waals forces also occur across thin liquid hydrocarbon films on alumina (Blake, 1975) and quartz (Gee et al., 1989). The thicknesses of such films were varied either by pressing a gas bubble in the liquid against the solid surface or by changing the vapour pressure above the film (see below). The measured variation of the disjoining pressure with thickness in the range 0.5–80 nm was found to be in excellent agreement with theory. Once again retardation effects are evident for films thicker than 5 nm.

Returning to Eq. (11.19), the first term is simply the repulsive van der Waals pressure across the film. In fact, we may write that equation in the more general form

$$P(D) = -\rho gh$$  \hspace{1cm} (11.21)

which is valid for any repulsive (negative) pressure regardless of the origin of the interaction. Such a repulsive pressure $P(D)$ is often referred to as the disjoining pressure of a film.

It is important to appreciate that the equilibrium thickness of the helium film at any point on the surface of the beaker in Fig. 11.5 does not rely on the film being in contact with the bulk liquid reservoir at the bottom of the beaker. If the surface is not in contact with the bulk liquid, equilibrium will simply be established via the vapour (though it may take longer). This fact invites another way of looking at the equilibrium of films. Just above the flat liquid surface the vapour pressure must be at the saturation value, $p_0$, but at a height $H$ the vapour pressure, $p$, will be below saturation. Now from Eq. (2.13) we have $p = p_0 e^{-mH/kT}$, so that the equilibrium condition, Eq. (11.21), may also be written as

$$P(D) = (kT/v) \log(p/p_0) = (RT/V) \log(p/p_0)$$  \hspace{1cm} (11.22)

where $v$, $V$ are the molecular and molar volumes respectively. Since the relative vapour pressure, $p/p_0$, can be controlled in a variety of ways (in addition to controlling the height of the film above the surface of the liquid) we see that Eq. (11.22) provides an alternative way of determining the equilibrium thicknesses of a wetting film in contact with its undersaturated vapour. Indeed, the method of 'vapour pressure control' rather than 'gravity control' of film thicknesses is usually far more practical, as the example below shows.

**WORKED EXAMPLE**

**Question:** (i) At what relative vapour pressure of $n$-octane will a 1.5 nm film adsorb on a horizontal quartz glass surface at 25°C? (ii) If the same film is to be attained by having the surface placed above the bulk liquid level, what height should this be at? (iii) Assuming that a curved meniscus experiences an additional pressure given by the Laplace equation, estimate the maximum curvature of the surface asperities that can be tolerated if the film thickness has to be uniform to within 10% of the calculated value. What other experimental parameters are crucial for this?

**Answer:** (i) For the quartz--octane--vapour system $A = -0.7 \times 10^{-20}$ J (Table 11.3). The molecular weight of octane, $C_{n}H_{2n+2}$, is $114 \times 10^{-3}$ kg mol$^{-1}$, and the density of the liquid is $0.70 \times 10^{3}$ kg m$^{-3}$. The molecular volume is obtained from Eq. (5.30) as: $v = M/\rho N_{A} = (114 \times 10^{-3})/(0.70 \times 10^{3}) \times (6.02 \times 10^{23}) = 2.7 \times 10^{-28}$ m$^3$. Thus, to have an equilibrium film thickness of $D = 1.5 \times 10^{-9}$ m (15 Å) at $T = 298$ K we require

$$p/p_0 = \exp[P(D)v/kT] = \exp[A/6\pi D^3 kT]$$

$$= \exp[-(0.7 \times 10^{-20})(2.7 \times 10^{-28})/6\pi(1.5 \times 10^{-9})^3(4.12 \times 10^{-21})]$$

$$= 0.993$$ (i.e., 99.3% of the saturated vapour pressure).

(ii) Using equation (11.20), the height is

$$H = -A/6\pi \rho g D^3 = \frac{(0.7 \times 10^{-20})}{6\pi(0.70 \times 10^{3})^3(9.81)(1.5 \times 10^{-9})^3} = 16.0 \text{ m.}$$
which gives for the thickness profile as a function of height $H$:

$$D = \left(-A/6\pi\rho gh\right)^{1/3}. \quad (11.20)$$

Equation (11.20) has solutions for finite $D$ only when $A$ is negative. In the case of liquid helium on a CaF$_2$ surface, from Table 11.3 we have $A = -5.9 \times 10^{-21} J$, and for helium $\rho = 1.4 \times 10^3 \text{ kg m}^{-3}$. Thus, we expect for the film profile:

$$D = \frac{28}{\sqrt[3]{H/cm}} \text{nm}.$$  

Sabisky and Anderson (1973) measured $D = 2.8 \text{ nm}$ at $H = 1000 \text{ cm}$, exactly as expected. But at $H = 1 \text{ cm}$ they obtained $D = 21.5 \text{ nm}$ instead of $D = 28 \text{ nm}$. This is due to retardation effects, which were observed for films thicker than 6 nm.

Repulsive van der Waals forces also occur across thin liquid hydrocarbon films on alumina (Blake, 1975) and quartz (Gee et al., 1989). The thicknesses of such films were varied either by pressuring a gas bubble in the liquid against the solid surface or by changing the vapour pressure above the film (see above). The measured variation of the disjoining pressure with thickness in the range 0.5–80 nm was found to be in excellent agreement with theory. Once again retardation effects are evident for films thicker than 5 nm.

Returning to Eq. (11.19), the first term is simply the repulsive van der Waals pressure across the film. In fact, we may write that equation in the more general form

$$P(D) = -\rho g H \quad (11.21)$$

which is valid for any repulsive (negative) pressure regardless of the origin of the interaction. Such a repulsive pressure $P(D)$ is often referred to as the disjoining pressure of a film.

It is important to appreciate that the equilibrium thickness of the helium film at any point on the surface of the beaker in Fig. 11.5 does not rely on the film being in contact with the bulk liquid reservoir at the bottom of the beaker. If the surface is not in contact with the bulk liquid, equilibrium will simply be established via the vapour (though it may take longer). This fact invites another way of looking at the equilibrium of films. Just above the flat liquid surface the vapour pressure must be at the saturation value, $p_0$, but at a height $H$ the vapour pressure, $p$, will be below saturation. Now from Eq. (2.13) we have $p = p_0 e^{-mH/kT}$, so that the equilibrium condition, $p/p_0$, may also be written as

$$P(D) = (kT/v) \log(p/p_0) = (RT/V) \log(p/p_0) \quad (11.22)$$

where $V$, $V$ are the molecular and molar volumes respectively. Since the relative vapour pressure, $p/p_0$, can be controlled in a variety of ways (in addition to controlling the height of the film above the surface of the liquid) we see that Eq. (11.22) provides an alternative way of determining the equilibrium thicknesses of a wetting film in contact with its undersaturated vapour. Indeed, the method of 'vapour pressure control' rather than 'gravity control' of film thicknesses is usually far more practical, as the example below shows.

**WORKED EXAMPLE**

**Question:** (i) At what relative vapour pressure of n-octane will a 1.5 nm film adsorb on a horizontal quartz glass surface at 25°C? (ii) If the same film is to be attained by having the surface placed above the bulk liquid level, what height should this be at? (iii) Assuming that a curved meniscus experiences an additional pressure given by the Laplace equation, estimate the maximum curvature of the surface asperities that can be tolerated if the film thickness has to be uniform to within 10% of the calculated value. What other experimental parameters are crucial for this?

**Answer:** (i) For the quartz–octane–vapour system $A = -0.7 \times 10^{-20} \text{ J}$ (Table 11.3). The molecular weight of octane, C$_8$H$_{18}$, is $114 \times 10^{-3} \text{ kg mol}^{-1}$, and the density of the liquid is $0.70 \times 10^3 \text{ kg m}^{-3}$. The molecular volume is obtained from Eq. (5.30) as: $v = M/pN_a = (114 \times 10^{-3})/(0.70 \times 10^3) \times (6.02 \times 10^{23}) = 2.7 \times 10^{-28} \text{ m}^3$. Thus, to have an equilibrium film thickness of $D = 1.5 \times 10^{-9} \text{ m} (15 \text{ Å})$ at $T = 298 \text{ K}$ we require

$$p/p_0 = \exp\left[P(D)v/kT\right] = \exp\left[A v/6\pi D^3 kT\right] = \exp\left[-(0.7 \times 10^{-20})(2.7 \times 10^{-28})/(6\pi (1.5 \times 10^{-9})^3(4.12 \times 10^{-21})\right] = 0.993 \text{ (i.e., 99.3% of the saturated vapour pressure).}$$

(ii) Using equation (11.20), the height is

$$H = \frac{-A}{6\pi\rho g D^3} = \frac{(0.7 \times 10^{-20})}{6\pi (0.70 \times 10^3)(9.81)(1.5 \times 10^{-9})^3} = 16.0 \text{ m}.$$
Such a height is experimentally feasible but difficult (remember that the temperature must be kept exactly the same at both ends). To obtain even thinner films $H$ becomes impractically large, whereas controlling the thickness via the vapour pressure actually becomes easier (why?). (iii) The van der Waals pressure across a 1.5 nm film of octane is $P(D) = \frac{A}{6nD^3} = -\frac{(0.7 \times 10^{-20})/6(1.5 \times 10^{-9})^3}{6} \approx 1.10 \times 10^3$ Pa (about 1 atm), while that across a film 10% thicker, i.e., with $D = 1.65$ nm, is $0.83 \times 10^3$ Pa. The difference in pressure is $\Delta P = 0.27 \times 10^3$ Pa. From the Laplace equation, Eq. (15.31), such a pressure difference is established if the radius of the surface film is $r \approx 2\gamma/\Delta P$, where $\gamma \approx 22$ mJ m$^{-2}$ is the surface tension of octane at 25°C. Thus, if the surface has locally curved regions (asperities) of radii less than $r \approx 2(0.022)/(0.27 \times 10^3) \approx 1.6 \times 10^{-6}$ m, or 1.6 $\mu$m, the film thickness will vary from place to place by more than 10% of the mean value.

Other experimental parameters that must be carefully controlled: temperature, purity of liquid and vapour, cleanliness of surface.

Negative Hamaker constants are also expected for water films on hydrocarbons and on quartz (Table 11.3). Now, water does indeed wet quartz, but this is also due to the existence of other repulsive forces across the film such as electric double-layer forces (Chapter 12) and hydration forces (Chapter 13). However, water certainly does not wet hydrocarbons. This is because of the attractive hydrophobic force across the film, which is stronger than the repulsive van der Waals force (Chapter 13).

Repulsive van der Waals forces often occur between different types of polymers dissolved in organic solvents. Van Oss et al. (1980) estimated the Hamaker constants of 31 polymer pairs in different solvents. These varied from $A = +0.75 \times 10^{-20}$ J to $A = -0.38 \times 10^{-20}$ J. It was found that whenever the Hamaker constant exceeds about $0.03 \times 10^{-20}$ J the polymers are miscible with each other in the solvent, while for $A < -0.03 \times 10^{-20}$ J they are immiscible, and phase separation occurs. Another example of repulsive van der Waals forces is given below after a few words about retardation effects.

### 11.7 Retardation Effects

In Chapter 6 it was pointed out that at distances beyond about 5 nm the dispersion contribution to the total van der Waals force begins to decay more rapidly due to retardation effects. For interactions between molecules, this is of little consequence. However, for interactions between macroscopic bodies, where the forces can still be significant at such large separations, the effects of retardation must sometimes be taken into account.

There is no simple equation for calculating the van der Waals force at all separations. Strictly, the Hamaker constant is never truly constant but decreases progressively as $D$ increases, and it can fall from its full non-retarded value at small $D$ to less than half this value by $D = 10$ nm. Mahan and Ninham (1976) and Pashley (1977) have described numerical methods for computing the van der Waals force law at all distances by solving the full Lifshitz equation.

As an illustration of retardation effects, Fig. 11.6 shows experimental results obtained for the van der Waals force law between two curved mica surfaces in aqueous electrolyte solutions (in a liquid medium such as water the full force law also involves the electric double-layer force, so that some extrapolation and subtraction of this force must be done in order to obtain the purely van der Waals force contribution to the total interaction). For this system, the non-retarded Hamaker constant was found to be $A = 2.2 \times 10^{-20}$ J, which is about 10% higher than the theoretical value (Table 11.3). The experimental
Such a height is experimentally feasible but difficult (remember that the temperature must be kept exactly the same at both ends). To obtain even thinner films $H$ becomes impractically large, whereas controlling the thickness via the vapour pressure actually becomes easier (why?).

(iii) The van der Waals pressure across a 1.5 nm film of octane is $P(D) = A/6nD^3 = -(0.7 \times 10^{-20})/6n(1.5 \times 10^{-9})^3 = 1.10 \times 10^3$ Pa (about 1 atm), while that across a film 10% thicker, i.e., with $D = 1.65$ nm, is $0.83 \times 10^3$ Pa. The difference in pressure is $\Delta P = 0.27 \times 10^3$ Pa. From the Laplace equation, Eq. (15.31), such a pressure difference is established if the radius of the surface film is $r \approx 2\gamma/\Delta P$, where $\gamma \approx 22$ mJ m$^{-2}$ is the surface tension of octane at 25°C. Thus, if the surface has locally curved regions (asperities) of radii less than $r \approx 2(0.022)/(0.27 \times 10^3) \approx 1.6 \times 10^{-6}$ m, or 1.6 $\mu$m, the film thickness will vary from place to place by more than 10% of the mean value.

Other experimental parameters that must be carefully controlled: temperature, purity of liquid and vapour, cleanliness of surface.

Negative Hamaker constants are also expected for water films on hydrocarbons and on quartz (Table 11.3). Now, water does indeed wet quartz, but this is also due to the existence of other repulsive forces across the film such as electric double-layer forces (Chapter 12) and hydration forces (Chapter 13). However, water certainly does not wet hydrocarbons. This is because of the attractive hydrophobic force across the film, which is stronger than the repulsive van der Waals force (Chapter 13).

Repulsive van der Waals forces often occur between different types of polymers dissolved in organic solvents. Van Oss et al. (1980) estimated the Hamaker constants of 31 polymer pairs in different solvents. These varied from $A = +0.75 \times 10^{-20}$ J to $A = -0.38 \times 10^{-20}$ J. It was found that whenever the Hamaker constant exceeds about $0.03 \times 10^{-20}$ J the polymers are miscible with each other in the solvent, while for $A < -0.03 \times 10^{-20}$ J they are immiscible, and phase separation occurs. Another example of repulsive van der Waals forces is given below after a few words about retardation effects.

11.7 Retardation Effects

In Chapter 6 it was pointed out that at distances beyond about 5 nm the dispersion contribution to the total van der Waals force begins to decay more rapidly due to retardation effects. For interactions between molecules, this is of little consequence. However, for interactions between macroscopic bodies, where the forces can still be significant at such large separations, the effects of retardation must sometimes be taken into account.

There is no simple equation for calculating the van der Waals force at all separations. Strictly, the Hamaker constant is never truly constant but decreases progressively as $D$ increases, and it can fall from its full non-retarded value at small $D$ to less than half this value by $D = 10$ nm. Mahanty and Ninham (1976) and Pashley (1977) have described numerical methods for computing the van der Waals force law at all distances by solving the full Lifshitz equation.

As an illustration of retardation effects, Fig. 11.6 shows experimental results obtained for the van der Waals force law between two curved mica surfaces in aqueous electrolyte solutions (in a liquid medium such as water the full force law also involves the electric double-layer force, so that some extrapolation and subtraction of this force must be done in order to obtain the purely van der Waals force contribution to the total interaction). For this system, the non-retarded Hamaker constant was found to be $A = 2.2 \times 10^{-20}$ J, which is about 10% higher than the theoretical value (Table 11.3). The experimental
results clearly show the onset of retardation at separations above about 5 nm—the same distance as in the wetting film experiments described above.

Retarded van der Waals forces have also been measured between mica, glass and metal surfaces in air or vacuum out to distances of 1200 nm, all in good agreement with the full Lifshitz theory. Indeed, the first direct measurements of van der Waals forces by Derjaguin and Abrikossova (1954) were of retarded forces between two quartz glass surfaces in the distance range 100–400 nm.

Since only the dispersion force suffers retardation, and not the zero-frequency term, some very interesting effects can sometimes arise leading to a change in sign of the Hamaker constant at some finite separation. A particularly notable example of this phenomenon concerns the behaviour of liquid hydrocarbons on water. Referring to Table 11.3 we note that the non-retarded Hamaker constant for a pentane film on water is very small, about $A \approx 10^{-21}$ J. This is made up of a negative zero-frequency contribution of $A_{\omega=0} \approx -0.8 \times 10^{-21}$ J together with a positive dispersion contribution of $A_{\omega>0} \approx 1.6 \times 10^{-21}$ J which dominates at small separations. At larger distances, however, $A_{\omega>0}$ becomes retarded and progressively decreases. Thus, at some small but finite distance the value of $A$ changes sign from net positive to net negative. It is for this reason that pentane spreads on water: the van der Waals force across the film is repulsive, so tending to increase its thickness and thus favouring the spreading of the liquid on water. For the higher alkanes, the attractive dispersion force contribution is very much larger (cf. $A_{\omega>0} \approx 6 \times 10^{-21}$ J for octane), and these hydrocarbons do not spread on water but collect as isolated lenses on the water surface (Fig. 11.7).
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Fig. 11.7.

11.8 SCREENED VAN DER WAALS FORCES IN ELECTROLYTE SOLUTIONS

In Chapter 6 we saw that the zero-frequency contribution to the van der Waals force is essentially an electrostatic interaction. Now, in any medium containing free charges, e.g., water containing free ions in solution or a metal containing free electrons, all electrostatic fields become screened due to the polarization (displacement) of these charges. A screened electric field decays roughly exponentially with distance according to $e^{-kD}$ where the characteristic decay length, $\kappa^{-1}$, is known as the Debye screening length or Thomas–Fermi screening length (see Section 12.15). Typical values for $\kappa^{-1}$ in aqueous electrolyte solutions are $\sim 10$ nm in a $10^{-3}$ M solution and $\sim 1$ nm in a 0.1 M solution (see Eq. (12.37)). Since both the emanating and reflected fields are screened during a van der Waals interaction, the net effect is that the zero-frequency part is reduced by a factor roughly proportional to $e^{-2\kappa D}$.

This screening affects only the zero-frequency contribution, $A_{\omega=0}$. The dispersion contribution, $A_{\omega>0}$, remains unscreened because the electrolyte ions cannot respond to, and are therefore not polarized by such high frequencies.

Across an electrolyte solution the screened non-retarded Hamaker constant is given by (Mahanty and Ninham, 1976)

$$A = A_{\omega=0}(2kD)e^{-2\kappa D} + A_{\omega>0}$$

(11.23)

where the van der Waals screening length is seen to be half the Debye length. The screening of $A_{\omega=0}$ is analogous to the retardation of $A_{\omega>0}$, but it usually comes in at much smaller separations. For example, in a 0.1 M aqueous NaCl solution the van der Waals screening length is about 0.5 nm, so that by $D = 1$ nm the zero-frequency contribution has already fallen to about 10% of its value at $D = 0$. Thus, for interparticle interactions across such a solution, at separations greater than 1 nm, the attraction is effectively determined solely by the dispersion force.

Marra (1986a) measured the van der Waals force law between two uncharged lipid bilayers in various salt solutions. Over the distance regime from 1 to 4 nm the non-retarded Hamaker constant was found to be $A = 7 \times 10^{-21}$ J in pure water and $A = 3 \times 10^{-21}$ J in 0.1 M NaCl solution. The first value is slightly larger than expected for pure hydrocarbon across water (Section 11.5 and Table 11.3) probably due to the additional contribution from the polarizable headgroups, while the second value is lower than the first by $4 \times 10^{-21}$ J, consistent with the zero-frequency term being screened by the electrolyte ions.
results clearly show the onset of retardation at separations above about 5 nm—the same distance as in the wetting film experiments described above.

Retarded van der Waals forces have also been measured between mica, glass and metal surfaces in air or vacuum out to distances of 1200 nm, all in good agreement with the full Lifshitz theory. Indeed, the first direct measurements of van der Waals forces by Derjaguin and Abrikossova (1954) were of retarded forces between two quartz glass surfaces in the distance range 100–400 nm.

Since only the dispersion force suffers retardation, and not the zero-frequency term, some very interesting effects can sometimes arise leading to a change in sign of the Hamaker constant at some finite separation. A particularly notable example of this phenomenon concerns the behaviour of liquid hydrocarbons on water. Referring to Table 11.3 we note that the non-retarded Hamaker constant for a pentane film on water is very small, about $A \approx 10^{-21}$ J. This is made up of a negative zero-frequency contribution of $A_{\infty} = -0.8 \times 10^{-21}$ J together with a positive dispersion contribution of $A_{\perp} = 1.6 \times 10^{-21}$ J which dominates at small separations. At larger distances, however, $A_{\perp}$ becomes retarded and progressively decreases. Thus, at some small but finite distance the value of $A$ changes sign from net positive to net negative. It is for this reason that pentane spreads on water: the van der Waals force across the film is repulsive, so tending to increase its thickness and thus favouring the spreading of the liquid on water. For the higher alkanes, the attractive dispersion force contribution is very much larger (cf. $A_{\perp} = 6 \times 10^{-21}$ J for octane), and these hydrocarbons do not spread on water but collect as isolated lenses on the water surface (Fig. 11.7).

11.8 Screened van der Waals forces in electrolyte solutions

In Chapter 6 we saw that the zero-frequency contribution to the van der Waals force is essentially an electrostatic interaction. Now, in any medium containing free charges, e.g., water containing free ions in solution or a metal containing free electrons, all electrostatic fields become screened due to the polarization (displacement) of these charges. A screened electric field decays roughly exponentially with distance according to $e^{-kD}$ where the characteristic decay length, $k^{-1}$, is known as the Debye screening length or Thomas–Fermi screening length (see Section 12.15). Typical values for $k^{-1}$ in aqueous electrolyte solutions are $\approx 10$ nm in a $10^{-3}$ M solution and $\approx 1$ nm in a 0.1 M solution (see Eq. (12.37)). Since both the emanating and reflected fields are screened during a van der Waals interaction, the net effect is that the zero-frequency part is reduced by a factor roughly proportional to $e^{-2kD}$. This screening affects only the zero-frequency contribution, $A_{\infty}$. The dispersion contribution, $A_{\perp}$, remains unscreened because the electrolyte ions cannot respond to, and are therefore not polarized by such high frequencies.

Across an electrolyte solution the screened non-retarded Hamaker constant is given by (Mahan and Ninham, 1976)

$$A = A_{\infty} - A_{\perp} e^{-2kD}$$

(11.23)

where the van der Waals screening length is seen to be half the Debye length. The screening of $A_{\infty}$ is analogous to the retardation of $A_{\perp}$, but it usually comes in at much smaller separations. For example, in a 0.1 M aqueous NaCl solution the van der Waals screening length is about 0.5 nm, so that by $D = 1$ nm the zero-frequency contribution has already fallen to about 10% of its value at $D = 0$. Thus, for interparticle interactions across such a solution, at separations greater than 1 nm, the attraction is effectively determined solely by the dispersion force.

Marra (1986a) measured the van der Waals force law between two uncharged lipid bilayers in various salt solutions. Over the distance regime from 1 to 4 nm the non-retarded Hamaker constant was found to be $A = 7 \times 10^{-21}$ J in pure water and $A = 3 \times 10^{-21}$ J in 0.1 M NaCl solution. The first value is slightly larger than expected for pure hydrocarbon across water (Section 11.5 and Table 11.3) probably due to the additional contribution from the polarizable headgroups, while the second value is lower than the first by $4 \times 10^{-21}$ J, consistent with the zero-frequency term being screened by the electrolyte ions.
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11.9 Combining relations

Combining relations (or combining laws) are frequently used for obtaining approximate values for unknown Hamaker constants in terms of known ones. Let us define $A_{132}$ as the non-retarded Hamaker constant for media 1 and 2 interacting across medium 3 (Fig. 11.2c). A glance at Eq. (11.7) shows that we may expect $A_{132}$ to be approximately related to $A_{131}$ and $A_{232}$ via

$$A_{132} \approx \pm \sqrt{A_{131}A_{232}}$$  \hspace{1cm} (11.24)

From this we obtain

$$A_{12} \approx \sqrt{A_{11}A_{22}}$$  \hspace{1cm} (11.25)

where $A_{12}$ is for media 1 and 2 interacting across vacuum (i.e., with no medium 3 between them). This is a useful combining relation giving $A_{12}$ in terms of the Hamaker constants of the individual media. Two other useful relations are (Israelachvili, 1972)

$$A_{131} \approx A_{313} \approx A_{11} + A_{33} - 2A_{13}$$  \hspace{1cm} (11.26)

$$\approx (\sqrt{A_{11}} - \sqrt{A_{33}})^2$$  \hspace{1cm} (11.27)

which when combined with Eq. (11.24) above gives

$$A_{132} \approx (\sqrt{A_{11}} - \sqrt{A_{33}})(\sqrt{A_{22}} - \sqrt{A_{33}}).$$ \hspace{1cm} (11.28)

Note the similarity of these combining relations to those derived in Chapter 9, Eqs (9.1)–(9.11).

As an illustration of the above relations let us consider a few systems whose Hamaker constants are given in Tables 11.2 and 11.3. Thus, for the quartz–octane–air system, Eq. (11.28) would predict for $A_{132}$:

$$A_{132} \approx (\sqrt{6.3} - \sqrt{4.5})(0 - \sqrt{4.5})10^{-20} = -0.82 \times 10^{-20} \text{ J},$$

to be compared with the more rigorously computed value of $-0.71 \times 10^{-20} \text{ J}$. Likewise for the CaF$_2$–helium–vapour system, we expect

$$A_{132} \approx (\sqrt{7.2} - \sqrt{0.057})(0 - \sqrt{0.057})10^{-20} = -0.58 \times 10^{-20} \text{ J},$$

to be compared with $-0.59 \times 10^{-20} \text{ J}$. 

For the system quartz–octane–quartz, Eq. (11.28) gives

$$A_{132} \approx (\sqrt{6.3} - \sqrt{4.5})^210^{-20} = 0.15 \times 10^{-20} \text{ J},$$

compared with $0.13 \times 10^{-20} \text{ J}$. 

Combining relations are applicable only when dispersion forces dominate the interactions as in the above examples, but they break down when applied to media with high dielectric constants such as water or whenever the zero-frequency contribution $A_{\omega \rightarrow 0}$ is large. Thus, for hexadecane across water, Eq. (11.28) would predict a Hamaker constant of $(\sqrt{5.2} - \sqrt{3.7})^210^{-20} \approx 0.13 \times 10^{-20} \text{ J}$, which is much smaller than the real value of $-0.5 \times 10^{-20} \text{ J}$.

In view of the ease with which Hamaker constants may be reliably computed using Eq. (11.13) or more rigorous numerical methods, the use of combining relations is not recommended.

11.10 Surface and adhesion energies

Chapter 15 describes various phenomena that arise from the surface energies $\gamma$ of solids and liquids (for a liquid, $\gamma$ is usually referred to as its surface tension). Here we shall see how surface energies are determined from the intermolecular forces between two surfaces. But first, what do we mean by the surface energy of a material? Let us go back to Fig. 10.2 and recall the pairwise summation of energies between all the atoms of one medium with all the atoms of the other medium, which, for van der Waals forces, gave the interaction energy between two identical media as $W = -A/12\pi D^2$. Had the summation been carried out between all atoms, including atoms in the same medium, we should have obtained two additional energy terms:

$$W = -\text{constant} + A/12\pi D_0^2 \quad \text{per unit area} \hspace{1cm} (11.29)$$

where the constant is simply the bulk cohesive energy, Eq. (6.5), of the atoms with their immediate neighbours at $D = D_0$ (Fig. 11.8). The second (positive) term arises from the unsaturated ‘bonds’ at the two surfaces. This term is always positive and shows that a free liquid will always tend to minimize its surface energy by minimizing its surface area.

Thus, apart from the bulk energy, the total energy of two planar surfaces at a distance $D$ apart (Fig. 11.8) is given by

$$W = A/12\pi \left( \frac{1}{D_0^3} - \frac{1}{D^3} \right) = A/12\pi D_0^3 \left( 1 - \frac{D^3}{D_0^3} \right) \quad \text{per unit area.} \hspace{1cm} (11.30)$$
11.9 COMBINING RELATIONS

Combining relations (or combining laws) are frequently used for obtaining approximate values for unknown Hamaker constants in terms of known ones. Let us define $A_{132}$ as the non-retarded Hamaker constant for media 1 and 2 interacting across medium 3 (Fig. 11.2c). A glance at Eq. (11.7) shows that we may expect $A_{132}$ to be approximately related to $A_{131}$ and $A_{232}$ via

$$A_{132} \approx \pm \sqrt{A_{131}A_{232}}$$

(11.24)

From this we obtain

$$A_{12} \approx \sqrt{A_{11}A_{22}}$$

(11.25)

where $A_{12}$ is for media 1 and 2 interacting across vacuum (i.e., with no medium 3 between them). This is a useful combining relation giving $A_{12}$ in terms of the Hamaker constants of the individual media. Two other useful relations are (Israelachvili, 1972)

$$A_{131} \approx A_{313} \approx A_{11} + A_{33} - 2A_{13}$$

(11.26)

$$\approx (\sqrt{A_{11}} - \sqrt{A_{33}})^2$$

(11.27)

which when combined with Eq. (11.24) above gives

$$A_{132} \approx (\sqrt{A_{11}} - \sqrt{A_{33}})(\sqrt{A_{22}} - \sqrt{A_{33}}).$$

(11.28)

Note the similarity of these combining relations to those derived in Chapter 9, Eqs (9.1)–(9.11).

As an illustration of the above relations let us consider a few systems whose Hamaker constants are given in Tables 11.2 and 11.3. Thus, for the quartz–octane–air system, Eq. (11.28) would predict for $A_{132}$:

$$A_{132} \approx (\sqrt{6.3} - \sqrt{4.5})(0 - \sqrt{4.5})10^{-20} = -0.82 \times 10^{-20} \text{ J},$$

to be compared with the more rigorously computed value of $-0.71 \times 10^{-20} \text{ J}$. Likewise for the CaF$_2$–helium–vapour system, we expect

$$A_{132} \approx (\sqrt{7.2} - \sqrt{0.057})(0 - \sqrt{0.057})10^{-20} = -0.58 \times 10^{-20} \text{ J},$$

to be compared with $-0.59 \times 10^{-20} \text{ J}$. For the system quartz–octane–quartz, Eq. (11.28) gives

$$A_{132} \approx (\sqrt{6.3} - \sqrt{4.5})^210^{-20} = 0.15 \times 10^{-20} \text{ J},$$

compared with $0.13 \times 10^{-20} \text{ J}$. Combining relations are applicable only when dispersion forces dominate the interactions as in the above examples, but they break down when applied to media with high dielectric constants such as water or whenever the zero-frequency contribution $A_{\infty}$ is large. Thus, for hexadecane across water, Eq. (11.28) would predict a Hamaker constant of $(\sqrt{5.2} - \sqrt{3.7})^210^{-20} \approx 0.13 \times 10^{-20} \text{ J}$, which is much smaller than the real value of $\approx 0.5 \times 10^{-20} \text{ J}$.

In view of the ease with which Hamaker constants may be reliably computed using Eq. (11.13) or more rigorous numerical methods, the use of combining relations is not recommended.

11.10 SURFACE AND ADHESION ENERGIES

Chapter 15 describes various phenomena that arise from the surface energies $\gamma$ of solids and liquids (for a liquid, $\gamma$ is usually referred to as its surface tension). Here we shall see how surface energies are determined from the intermolecular forces between two surfaces. But first, what do we mean by the surface energy of a material? Let us go back to Fig. 10.2 and recall the pairwise summation of energies between all the atoms of one medium with all the atoms of the other medium, which, for van der Waals forces, gave the interaction energy between two identical media as $W = -A/12\pi D^2$. Had the summation been carried out between all atoms, including atoms in the same medium, we should have obtained two additional energy terms:

$$W = -\text{constant} + A/12\pi D_0^2 \text{ per unit area}$$

(11.29)

where the constant is simply the bulk cohesive energy, Eq. (6.5), of the atoms with their immediate neighbours at $D = D_0$ (Fig. 11.8). The second (positive) term arises from the unsaturated 'bonds' at the two surfaces. This term is always positive and shows that a free liquid will always tend to minimize its surface energy by minimizing its surface area.

Thus, apart from the bulk energy, the total energy of two planar surfaces at a distance $D$ apart (Fig. 11.8) is given by

$$W = \frac{A}{12\pi}(\frac{1}{D_0^2} - \frac{1}{D^2}) = \frac{A}{12\pi D_0^2}(1 - \frac{D_0^2}{D^2}) \text{ per unit area.}$$

(11.30)
INTRODUCTION AND SURFACE FORCES

Fig. 11.8. (a) Two planar media or half-spaces. The pairwise summation of London dispersion energies between all atoms leads to Eq. (11.30). For two surfaces close together, their total surface energy may therefore be written as \(2\gamma(1 - D_0^2/D^2)\). The long-range van der Waals interaction energy can be seen to be no more than a perturbation of the surface energy \(\gamma\). A similar result is obtained for (b), a thin film.

At \(D = D_0\) (two surfaces in contact), \(W = 0\), while for \(D = \infty\) (two isolated surfaces),

\[
W = A/12\pi D_0^3 = 2\gamma
\]

(11.31)

or

\[
\gamma = A/24\pi D_0^2.
\]

(11.32)

In other words, the surface energy \(\gamma\) equals half the energy needed to separate two flat surfaces from contact to infinity, viz. it is half the adhesion energy.

We may now test Eq. (11.32) to see how well it predicts the surface energies of materials. Unfortunately it is not at all obvious what value to use for the interfacial contact separation \(D_0\). At first sight one might expect \(D_0\) to be the same as the distance between atomic centres and thus be put equal to \(\sigma\). However, there are two problems. First, in the process of computing Hamaker constants by the Hamaker summation method the discrete and bumpy surface atoms were artificially ‘smeared out’ into a continuum by transferring the energy sum to an integral. Our two structured surfaces were thereby transformed into two smooth surfaces, and this invalidates the use of Eq. (11.32) at interatomic distances (Tabor, 1982). Second, the continuum Lifshitz theory, which predicts similar values for \(A\) as does the Hamaker summation method, is also not expected to apply at atomic-scale distances.

Clearly a molecular approach is called for. Let us therefore first consider the matter in terms of the pairwise additivity of individual atoms or molecules which proved so successful in calculating the cohesive energies of condensed phases (Chapter 6). For an idealized planar close packed solid, each surface atom (of diameter \(\sigma\)) will have only nine nearest neighbours instead of 12. Thus, when it comes into contact with a second surface each surface atom will gain \(3w = 3C/\sigma^6\) in binding energy. For a closed-packed solid, each surface atom occupies an area of \(\sigma^2\) sin \(60^\circ\), and the bulk density of atoms is \(\rho = \sqrt{2}/\sigma^3\). Thus, the surface energy should be approximately

\[
\gamma \approx \frac{1}{2} \left(\frac{3w}{\sigma^2 \sin 60^\circ}\right) \approx \frac{\sqrt{3}w}{\sigma^2} \approx \frac{\sqrt{3}C}{2\sigma^2} \approx \frac{\sqrt{3}A}{2\pi^2 \sigma^2}
\]

(11.33)

where \(A = \pi^2 C \sigma^2\) is the Hamaker constant as before.

Thus, to use Eq. (11.32) for calculating surface energies we must use a ‘cut off’ distance \(D_0\) that is substantially less than the interatomic or intermolecular centre-to-centre distance \(\sigma\) (Israelachvili, 1973; Aveyard and Saleem, 1976; Hough and White, 1980; Tabor, 1982). For example, for a typical value of \(\sigma \approx 0.4\) nm, we should use \(D_0 \approx \sigma/2.5 \approx 0.16\) nm. Table 11.4 gives the predicted surface and adhesion energies of a variety of compounds all based on the same cut off separation of \(D_0 = 0.165\) nm, viz.

\[
\gamma \approx \frac{A}{24\pi}(0.165\ \text{nm})^2.
\]

(11.34)

It is remarkable that this ‘universal constant’ for \(D_0\) yields values for surface energies \(\gamma\) in such good agreement with those measured, even for very different liquids and solids. Only for highly polar H-bonding liquids, shown in the lower part of Table 11.4, does Eq. (11.34) seriously underestimate their surface energies, which is to be expected (Section 8.4). But for ‘ordinary’ solids and liquids, even including acetone and ethanol, Eq. (11.34) appears to be reliable to within 10 to 20%, which is anyway within the accuracy that \(A\) can be computed. The apparent success of Eq. (11.34) provides us with the following simple formula for estimating the Hamaker constants of non-H-bonding
atoms were artificially ‘smeared out’ into a continuum by transferring the energy sum to an integral. Our two \textit{structured} surfaces were thereby transformed into two smooth surfaces, and this invalidates the use of Eq. (11.32) at interatomic distances (Tabor, 1982). Second, the continuum Lifshitz theory, which predicts similar values for $A$ as does the Hamaker summation method, is also not expected to apply at atomic-scale distances.

Clearly a molecular approach is called for. Let us therefore first consider the matter in terms of the pairwise additivity of individual atoms or molecules which proved so successful in calculating the cohesive energies of condensed phases (Chapter 6). For an idealized planar close packed solid, each surface atom (of diameter $\sigma$) will have only nine nearest neighbours instead of 12. Thus, when it comes into contact with a second surface each surface atom will gain $3w = 3C/\sigma^6$ in binding energy. For a closed-packed solid, each surface atom occupies an area of $\sigma^2$ sin $60^\circ$, and the bulk density of atoms is $\rho = \sqrt{2}/\sigma^3$. Thus, the surface energy should be approximately

\begin{equation}
\gamma \approx \frac{1}{2} \left( \frac{3w}{\sigma^2 \sin 60^\circ} \right) \approx \frac{\sqrt{3w}}{\sigma^2} \approx \frac{\sqrt{3C\rho^2}}{2\sigma^2} \approx \frac{\sqrt{3A}}{2\pi^2 \sigma^2}
\end{equation}

\begin{equation}
\approx \frac{A}{24\pi(\sigma/2.5)^2}.
\end{equation}

where $A = \pi^2 C\rho^2$ is the Hamaker constant as before.

Thus, to use Eq. (11.32) for calculating surface energies we must use a ‘cut off’ distance $D_0$ that is substantially less than the interatomic or intermolecular centre-to-centre distance $\sigma$ (Israelachvili, 1973; Aveyard and Salleem, 1976; Hough and White, 1980; Tabor, 1982). For example, for a typical value of $\sigma \approx 0.4$ nm, we should use $D_0 \approx \sigma/2.5 \approx 0.16$ nm. Table 11.4 gives the predicted surface and adhesion energies of a variety of compounds all based on the same cutoff separation of $D_0 = 0.165$ nm, viz.

\begin{equation}
\gamma \approx A/24\pi(0.165 \text{ nm})^2.
\end{equation}

It is remarkable that this ‘universal constant’ for $D_0$ yields values for surface energies $\gamma$ in such good agreement with those measured, even for very different liquids and solids. Only for highly polar H-bonding liquids, shown in the lower part of Table 11.4, does Eq. (11.34) seriously underestimate their surface energies, which is to be expected (Section 8.4). But for ‘ordinary’ solids and liquids, even including acetone and ethanol, Eq. (11.34) appears to be reliable to within 10 to 20\%, which is anyway within the accuracy that $A$ can be computed. The apparent success of Eq. (11.34) provides us with the following simple formula for estimating the Hamaker constants of non-H-bonding
TABLE 11.4 Comparison of experimental surface energies with those calculated on the basis of the Lifshitz theory

<table>
<thead>
<tr>
<th>Material (a) in ordering of increasing ε</th>
<th>Theoretical</th>
<th>Surface energy, γ (mJ m⁻²) A/24πε² D₀²</th>
<th>Experimental* (20°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid helium (1.057)</td>
<td>0.057</td>
<td>0.28</td>
<td>0.12–0.35 (4–16 K)</td>
</tr>
<tr>
<td>n-Pentane (1.8)</td>
<td>3.75</td>
<td>18.3</td>
<td>16.1</td>
</tr>
<tr>
<td>n-Octane (1.9)</td>
<td>4.5</td>
<td>21.9</td>
<td>21.6</td>
</tr>
<tr>
<td>Cyclohexane (2.0)</td>
<td>5.2</td>
<td>25.3</td>
<td>25.5</td>
</tr>
<tr>
<td>n-Dodecan (2.0)</td>
<td>5.0</td>
<td>24.4</td>
<td>25.4</td>
</tr>
<tr>
<td>n-Hexadecane (2.1)</td>
<td>5.2</td>
<td>25.3</td>
<td>27.5</td>
</tr>
<tr>
<td>PTFE (2.1)</td>
<td>3.8</td>
<td>18.5</td>
<td>18.3</td>
</tr>
<tr>
<td>CCl₄ (2.3)</td>
<td>5.5</td>
<td>26.8</td>
<td>29.7</td>
</tr>
<tr>
<td>Benzene (2.3)</td>
<td>5.0</td>
<td>24.4</td>
<td>28.8</td>
</tr>
<tr>
<td>Polystyrene (2.6)</td>
<td>6.6</td>
<td>32.1</td>
<td>33</td>
</tr>
<tr>
<td>Polyvinyl chloride (3.2)</td>
<td>7.8</td>
<td>38.0</td>
<td>39</td>
</tr>
<tr>
<td>Acetone (21)</td>
<td>4.1</td>
<td>20.0</td>
<td>23.7</td>
</tr>
<tr>
<td>Ethanol (26)</td>
<td>4.2</td>
<td>20.5</td>
<td>22.8</td>
</tr>
<tr>
<td>Methanol (33)</td>
<td>3.6</td>
<td>18</td>
<td>23</td>
</tr>
<tr>
<td>Glycerol (37)</td>
<td>5.6</td>
<td>28</td>
<td>48</td>
</tr>
<tr>
<td>Glycerol (43)</td>
<td>6.7</td>
<td>33</td>
<td>63</td>
</tr>
<tr>
<td>Water (80)</td>
<td>3.7</td>
<td>18</td>
<td>73</td>
</tr>
<tr>
<td>H₂O (84)</td>
<td>5.4</td>
<td>26</td>
<td>76</td>
</tr>
<tr>
<td>Formamide (109)</td>
<td>6.1</td>
<td>30</td>
<td>58</td>
</tr>
</tbody>
</table>

*Note the good agreement between theory and experiment (within 20%) except for the last six strongly H-bonding liquids.

solids and liquids from their surface energies:

\[ A \approx 2.1 \times 10^{-21} \gamma, \]  

(11.35)

where \( \gamma \) is in mJ m⁻² (dyn cm⁻¹ or erg cm⁻²) and \( A \) is in joules.

11.11 SURFACE ENERGIES OF METALS

From the above analysis we might expect the surface energy of a metal to be given by Eq. (11.34) using a Hamaker constant appropriate for metals, i.e., \( A \approx 4 \times 10^{-19} \) J (Table 11.2). This would predict \( \gamma \approx 200 \) mJ m⁻². While this value is higher than for non-metallic compounds, it is still about an order of magnitude lower than typical measured values for metals, which vary from 400 to 4000 mJ m⁻² (Table 11.5).

TABLE 11.5 Surface energies of metals

<table>
<thead>
<tr>
<th>Material</th>
<th>Boiling point ( T_b ) K</th>
<th>Melting point ( T_m ) K</th>
<th>Just above ( T_m )</th>
<th>Just below ( T_m )</th>
<th>At 300 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aluminium</td>
<td>2543</td>
<td>931</td>
<td>700</td>
<td>800</td>
<td>1100</td>
</tr>
<tr>
<td>Silver</td>
<td>2223</td>
<td>1233</td>
<td>7000</td>
<td>1200</td>
<td>5000</td>
</tr>
<tr>
<td>Copper</td>
<td>2603</td>
<td>1356</td>
<td>1300</td>
<td>1600</td>
<td>2000</td>
</tr>
<tr>
<td>Iron</td>
<td>2773</td>
<td>1803</td>
<td>1500</td>
<td>1800</td>
<td>2400</td>
</tr>
<tr>
<td>Tungsten</td>
<td>5273</td>
<td>3653</td>
<td>2500</td>
<td>3600</td>
<td>4400</td>
</tr>
<tr>
<td>Silicon</td>
<td>2623</td>
<td>1683</td>
<td>750</td>
<td>750 (1100)</td>
<td>1400</td>
</tr>
<tr>
<td>Weak conductor</td>
<td>373</td>
<td>273</td>
<td>75</td>
<td>75</td>
<td>71</td>
</tr>
</tbody>
</table>

a Values from Wawra (1975) and other standard references. Values for solids \( T \leq T_m \) are only approximate, the exact value of \( \gamma \) depends on the crystallographic plane.

b At 760 mm Hg.

Clearly, the attractive forces between metal surfaces cannot be accounted for by conventional van der Waals forces even though at larger separations they can (Table 11.3). The strong adhesion is believed to be due to short-range non-additive electron exchange interactions which arise between conducting surfaces at separations below 0.5 nm and give rise to so-called metallic bonds. A phenomenological expression for the interaction potential of two similar metallic surfaces is (Banerjee et al., 1991)

\[ W(D) = -2\gamma \left[ 1 - \frac{(D - D_0)}{\lambda_m} \right] e^{-(D - D_0)/\lambda_m} \text{ per unit area} \]  

(11.36)

where \( \lambda_m \) is some characteristic decay length for metals, similar to the Fermi screening length. Minimum energy occurs at \( D = D_0 \) where \( W(D_0) = -2\gamma \).

Ferrante and Smith (1985) have also computed the adhesion energies of metals when their lattices are not in perfect registry (referred to as 'incommensurate' or 'mismatched' lattices). This can arise between two similar metals if the contacting lattices are at some finite 'twist' angle relative to each other, and it occurs between any two dissimilar metals whose lattice dimensions are different (Table 11.6). As might be expected, the atoms of two incommensurate lattices cannot pack together as closely as two commensurate lattices, and their adhesion energy is often significantly smaller than for commensurate surfaces.
TABLE 11.4 Comparison of experimental surface energies with those calculated on the basis of the Lifshitz theory

<table>
<thead>
<tr>
<th>Material (at) in ordering of increasing ε</th>
<th>Theoretical A (10^{-20} J)</th>
<th>Surface energy, γ (mJ m^{-2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid helium (1.057)</td>
<td>0.057</td>
<td>0.28</td>
</tr>
<tr>
<td>n-Pentane (1.8)</td>
<td>3.75</td>
<td>18.3</td>
</tr>
<tr>
<td>n-Octane (1.9)</td>
<td>4.5</td>
<td>21.9</td>
</tr>
<tr>
<td>Cyclohexane (2.0)</td>
<td>5.2</td>
<td>25.3</td>
</tr>
<tr>
<td>n-Dodecane (2.0)</td>
<td>5.0</td>
<td>24.4</td>
</tr>
<tr>
<td>n-Hexadecane (2.1)</td>
<td>5.2</td>
<td>25.3</td>
</tr>
<tr>
<td>PTFE (2.1)</td>
<td>3.8</td>
<td>18.5</td>
</tr>
<tr>
<td>CCl_{2} (2.2)</td>
<td>5.5</td>
<td>26.8</td>
</tr>
<tr>
<td>Benzene (2.3)</td>
<td>5.0</td>
<td>24.4</td>
</tr>
<tr>
<td>Polystyrene (2.6)</td>
<td>6.6</td>
<td>32.1</td>
</tr>
<tr>
<td>Polyvinyl chloride (3.2)</td>
<td>7.8</td>
<td>38.0</td>
</tr>
<tr>
<td>Acetone (2.1)</td>
<td>4.1</td>
<td>20.0</td>
</tr>
<tr>
<td>Ethanol (26)</td>
<td>4.2</td>
<td>20.5</td>
</tr>
<tr>
<td>Methanol (33)</td>
<td>3.6</td>
<td>18.2</td>
</tr>
<tr>
<td>Glycol (37)</td>
<td>5.6</td>
<td>28.0</td>
</tr>
<tr>
<td>Glycerol (43)</td>
<td>6.7</td>
<td>33.3</td>
</tr>
<tr>
<td>Water (80)</td>
<td>3.7</td>
<td>18.7</td>
</tr>
<tr>
<td>H_{2}O (84)</td>
<td>5.4</td>
<td>26.0</td>
</tr>
<tr>
<td>Formamide (109)</td>
<td>6.1</td>
<td>30.0</td>
</tr>
</tbody>
</table>

Note: The experimental value of γ depends on the crystallographic plane. Values for solids (T < T_m) are only approximate. Values for (T < T_m) are only approximate.

A Value from Wewer (1975) and other standard references. Values for solids (T < T_m) are only approximate. Each value of γ depends on the crystallographic plane.

A Note the good agreement between theory and experiment (within 20%) except for the last six strongly H-bonding liquids.

![Mathematical expression for the interaction potential of two similar metallic surfaces.]

11.11 SURFACE ENERGIES OF METALS

From the above analysis we might expect the surface energy of a metal to be given by Eq. (11.34) using a Hamaker constant appropriate for metals, i.e., A ≈ 4 × 10^{-19} J (Table 11.2). This would predict γ ≈ 200 mJ m^{-2}. While this value is higher than for non-metallic compounds, it is still about an order of magnitude lower than typical measured values for metals, which vary from 400 to 4000 mJ m^{-2} (Table 11.5).

![Table of surface energies for various metals.]

Clearly, the attractive forces between metal surfaces cannot be accounted for by conventional van der Waals forces even though at larger separations they can (Table 11.3). The strong adhesion is believed to be due to short-range non-additive electron exchange interactions which arise between conducting surfaces at separations below 0.5 nm and give rise to so-called metallic bonds. A phenomenological expression for the interaction potential of two similar metallic surfaces is (Banerjee et al., 1991)

\[ W(D) = -2\gamma \left[ 1 - \frac{(D - D_0)}{\lambda_m} \right] e^{-\left(D - D_0\right)/\lambda_m} \text{ per unit area} \]
Table 11.6 Calculated surface energies of metallic contacts: effects of lattice mismatch

<table>
<thead>
<tr>
<th>Type of metal–metal interface</th>
<th>Lattices in register (Commensurate)</th>
<th>Lattices out of register (Incommensurate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similar materials</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al(111)–Al(111)</td>
<td>715</td>
<td>490</td>
</tr>
<tr>
<td>Zn(0001)–Zn(0001)</td>
<td>545</td>
<td>505</td>
</tr>
<tr>
<td>Mg(0001)–Mg(0001)</td>
<td>550</td>
<td>460</td>
</tr>
<tr>
<td>Dissimilar materials</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al(111)–Zn(0001)</td>
<td>520</td>
<td>490</td>
</tr>
<tr>
<td>Zn(0001)–Mg(0001)</td>
<td>490</td>
<td>505</td>
</tr>
</tbody>
</table>

*As computed by Ferrante and Smith (1985) and Banerjee et al. (1991).

11.12 **FORCES BETWEEN SURFACES WITH ADSORBED LAYERS**

The non-retarded van der Waals force between two surfaces 1 and 1' with adsorbed layers 2 and 2' across medium 3 (Fig. 11.9) is given by the approximate expression (Israelachvili, 1972)

\[
F(D) = \frac{1}{6\pi} \left[ \frac{A_{22}}{D^3} - \frac{\sqrt{A_{12}A_{32}}}{(D + T)^3} - \frac{\sqrt{A_{12}'A_{23}'}A_{32}}{(D + T')^3} + \frac{\sqrt{A_{12}'A_{12}}}{(D + T + T')^3} \right]
\]

(11.37)

For the 'symmetrical' case when medium 1 = medium 1', medium 2 = medium 2', and \( T = T' \), Eq. (11.37) can be simplified using combining relations when it reduces to

\[
F(D) = \frac{1}{6\pi} \left[ \frac{A_{22}}{D^3} - \frac{2A_{12}}{(D + T)^3} + \frac{A_{12}}{(D + 2T)^3} \right]
\]

(11.38)

At small separations, when \( D \ll (T + T') \), Eq. (11.37) becomes

\[
F(D) = A_{22}/6\pi D^3
\]

(11.39)

while at large separations, when \( D \gg (T + T') \), we obtain

\[
F(D) = A_{12}'/6\pi D^3
\]

(11.40)

Thus, as a rule of thumb we may say that the van der Waals interaction is dominated by the properties of the bulk or substrate materials at large separations and by the properties of the adsorbed layers at separations less than the thicknesses of the layers. In particular, this means that the adhesion energies are largely determined by the properties of any adsorbed films even when these are only a monolayer thick. Note that with adsorbed layers the long-range van der Waals forces can change sign over certain distance regimes depending on the properties of the five media. However, for a symmetrical system it can be shown that the interaction is always attractive regardless of the number and properties of the layers.

11.13 **EXPERIMENTS ON VAN DER WAALS FORCES**

The expression 'experiments on van der Waals forces' is a rather vague one since many important phenomena involve van der Waals interactions in one way or another. Thus, the measurement of the surface tensions of non-polar liquids or the thickness of wetting films may be thought of as experiments on van der Waals forces, and we have seen how the results are in good agreement with theory. Other phenomena involving van der Waals interactions (e.g., physical adsorption, adhesion, the strength of solids) have also been extensively studied, but experiments of this type afford a poor way of rigorously studying van der Waals forces since they usually have to contend with many parameters that themselves are uncertain, so that it becomes difficult to compare the results with theory.

The most direct way to study van der Waals forces is simply to position two bodies close together and measure the force of attraction as a function of the distance between them (Section 10.7). The pioneering measurements carried out by Derjaguin and colleagues in the USSR and Overbeek and colleagues in The Netherlands in the 1950s and 1960s were of this type. The
TABLE 11.6 Calculated surface energies of metallic contacts: effects of lattice mismatch

<table>
<thead>
<tr>
<th>Type of metal–metal interface</th>
<th>Lattices in register (Commensurate)</th>
<th>Lattices out of register (Incommensurate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similar materials</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al(111)--Al(111)</td>
<td>715</td>
<td>490</td>
</tr>
<tr>
<td>Zn(0001)--Zn(0001)</td>
<td>545</td>
<td>505</td>
</tr>
<tr>
<td>Mg(0001)--Mg(0001)</td>
<td>550</td>
<td>460</td>
</tr>
<tr>
<td>Dissimilar materials</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al(111)--Zn(0001)</td>
<td>520</td>
<td></td>
</tr>
<tr>
<td>Zn(0001)--Mg(0001)</td>
<td>490</td>
<td></td>
</tr>
<tr>
<td>Al(111)--Mg(0001)</td>
<td>505</td>
<td></td>
</tr>
</tbody>
</table>

* As computed by Ferrante and Smith (1985) and Banerjee et al. (1991).

11.12 FORCES BETWEEN SURFACES WITH ADSORBED LAYERS

The non-retarded van der Waals force between two surfaces 1 and 1' with adsorbed layers 2 and 2' across medium 3 (Fig. 11.9) is given by the approximate expression (Israelachvili, 1972)

\[
F(D) = \frac{1}{6\pi} \left[ \frac{A_{232}}{D^3} - \frac{\sqrt{A_{121}A_{323}}}{(D + T)^3} - \frac{\sqrt{A_{121}A_{123}}}{(D + T')^3} + \frac{\sqrt{A_{123}A_{123}}}{(D + T + T')^3} \right]
\]

(11.37)

For the 'symmetrical' case when medium 1 = medium 1', medium 2 = medium 2', and \( T = T' \), Eq. (11.37) can be simplified using combining relations when it reduces to

\[
F(D) = \frac{1}{6\pi} \left[ \frac{A_{232}}{D^3} - \frac{2A_{123}}{(D + T)^3} + \frac{A_{121}}{(D + 2T)^3} \right]
\]

(11.38)

At small separations, when \( D \ll (T + T') \), Eq. (11.37) becomes

\[
F(D) = A_{232}/6\pi D^3
\]

(11.39)

while at large separations, when \( D \gg (T + T') \), we obtain

\[
F(D) = A_{121}/6\pi D^3
\]

(11.40)

Thus, as a rule of thumb we may say that the van der Waals interaction is dominated by the properties of the bulk or substrate materials at large separations and by the properties of the adsorbed layers at separations less than the thicknesses of the layers. In particular, this means that the adhesion energies are largely determined by the properties of any adsorbed films even when these are only a monolayer thick. Note that with adsorbed layers the long-range van der Waals forces can change sign over certain distance regimes depending on the properties of the five media. However, for a symmetrical system it can be shown that the interaction is always attractive regardless of the number and properties of the layers.

11.13 EXPERIMENTS ON VAN DER WAALS FORCES

The expression 'experiments on van der Waals forces' is a rather vague one since many important phenomena involve van der Waals interactions in one way or another. Thus, the measurement of the surface tensions of non-polar liquids or the thickness of wetting films may be thought of as experiments on van der Waals forces, and we have seen how the results are in good agreement with theory. Other phenomena involving van der Waals interactions (e.g., physical adsorption, adhesion, the strength of solids) have also been extensively studied, but experiments of this type afford a poor way of rigorously studying van der Waals forces since they usually have to contend with many parameters that themselves are uncertain, so that it becomes difficult to compare the results with theory.

The most direct way to study van der Waals forces is simply to position two bodies close together and measure the force of attraction as a function of the distance between them (Section 10.7). The pioneering measurements carried out by Derjaguin and colleagues in the USSR and Overbeek and colleagues in The Netherlands in the 1950s and 1960s were of this type. The
bodies were made of glass, the force was determined by measuring the
deflection of a sensitive spring or balance arm, and the distance between the
highly polished surfaces was obtained by optical interference (using Newton's
rings, for example). In this way the forces between various types of glass in
air or vacuum were successfully measured in the range 25 – 1200 nm, which
is in the retarded force regime. In general, experiments with glass and
metal-coated glass have yielded results in good agreement with the Lifshitz
theory: the expected power law for the force was obtained, and the measured
magnitudes of the forces agreed with theory within a factor of about two.
For a review of the earlier work on van der Waals forces, see Israelachvili
and Tabor (1973), and Israelachvili and Ninham (1977); for more recent
work, see Derjaguin et al. (1978) and van Blokland and Overbeek (1978, 1979).

Unfortunately, experiments with glass were unable to provide accurate
results for separations less than about 10 nm. For this, a much smoother
surface was needed. This problem was resolved by making use of naturally
occurring muscovite mica, which may be cleaved to provide molecularly
smooth surfaces over large areas, and by employing a multiple beam
interferometry technique for measuring surface separations to within ± 0.1 nm.
In this way (see Section 10.7) Tabor and Winterton (1969) and later
Israelachvili and Tabor (1972) and Coakley and Tabor (1978) measured the
van der Waals forces between curved mica surfaces or metal-coated
surfaces in air in the range 2 – 130 nm, where the agreement with theory
was generally within 30%. These experiments also allowed for the first
measurements of the transition from retarded to non-retarded forces.
Experiments were also carried out down to separations of 1.4 nm with a
surfactant monolayer of thickness 2.5 nm deposited on each mica surface.
The results showed that for separations greater than about 5 nm the effective
Hamaker constant is as for bulk mica, but that for separations less than 3 nm
it is about 25% less and dominated by the properties of the monolayers, a
result which is in accord with theoretical expectations (Section 11.12).

After 1975, new experimental techniques were developed to directly
measure the van der Waals forces between surfaces in liquids (Israelachvili
and Adams, 1978; Derjaguin et al., 1978). Figure 11.6 showed results obtained
for the van der Waals force between two mica surfaces in various electrolyte
solutions in the distance range 2 – 15 nm, where again the agreement with
theory is within 30%. It has also been verified that in liquids retardation
effects come in at smaller separations than in air (above about 5 nm rather
than 10 nm), and that the zero frequency contribution is screened in salt
solution (Marra, 1986a).

However, in liquids, unlike in air or vacuum, other forces are also usually
present, such as long-range electric double-layer forces and—at separations
below a few molecular diameters—solvation forces. The major limitation of

the Lifshitz theory is that it treats both the surfaces and the intervening
solvent medium as structureless continuums and consequently does not
encompass molecular effects such as solvation forces and surface structural
effects. We have seen in Chapter 7 that at very small separations the solvation
force is expected to oscillate with distance with a periodicity equal to the
molecular diameter—quite unlike the monotonic force law of the continuum
Lifshitz theory. Short-range solvation and structural forces between surfaces
are described in Chapter 13.

PROBLEMS AND DISCUSSION TOPICS

11.1 Two identical hard spheres of density \(10^4\) kg m\(^{-3}\) (10 g cm\(^{-3}\)) and
radius \(R\) are in contact. Assuming a Hamaker constant of \(A = 10^{-19}\) J,
estimate the value of \(R\) at which their van der Waals and gravitational
attraction are equal.

11.2 The molecules of two non-polar liquids, A and B, are of equal size
but have very different polarizabilities, with \(\alpha_A \gg \alpha_B\). Would you expect
the liquids to be miscible or immiscible? If the specific solubility of A per unit
volume of bulk B is \(X_A\), would you expect the specific solubility to be larger
or smaller in (i) small droplets of B (convex meniscus), and (ii) a small
volume of capillary condensed liquid in a wedge (concave meniscus)?

11.3 (i) Estimate the adhesion force between two perfectly smooth spheres
of quartz glass each of radius \(R = 1\) µm where the Hamaker constant is given
in Table 11.2. Assume that contact occurs at a sharp cutoff distance of
\(D = 0.25\) nm. How accurately could you measure this force if you had two
smooth marbles, a ruler, a protractor and some thread?
(ii) What would be the adhesion force if the glass spheres were immersed
in water, and what would be the adhesion energy in units of \(kT\) at
25°C (use Table 11.3).
(iii) If—due to electrostatic or hydration forces or the adsorption of
polymers from solution (discussed in Chapters 12–14)—the glass surfaces
also experience an additional repulsive force which, between two flat surfaces
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bodies were made of glass, the force was determined by measuring the deflection of a sensitive spring or balance arm, and the distance between the highly polished surfaces was obtained by optical interference (using Newton's rings, for example). In this way the forces between various types of glass in air or vacuum were successfully measured in the range 25–1200 nm, which is in the retarded force regime. In general, experiments with glass and metal-coated glass have yielded results in good agreement with the Lifshitz theory: the expected power law for the force was obtained, and the measured magnitudes of the forces agreed with theory within a factor of about two. For a review of the earlier work on van der Waals forces, see Israelachvili and Tabor (1973), and Israelachvili and Ninham (1977); for more recent work, see Derjaguin et al. (1978) and van Blokland and Overbeek (1978, 1979).

Unfortunately, experiments with glass were unable to provide accurate results for separations less than about 10 nm. For this, a much smoother surface was needed. This problem was resolved by making use of naturally occurring muscovite mica, which may be cleaved to provide molecularly smooth surfaces over large areas, and by employing a multiple beam interferometry technique for measuring surface separations to within ±0.1 nm. In this way (see Section 10.7) Tabor and Winterton (1969) and later Israelachvili and Tabor (1972) and Coakley and Tabor (1978) measured the van der Waals forces between curved mica surfaces or metal-coated surfaces in air in the range 2–130 nm, where the agreement with theory was generally within 30%. These experiments also allowed for the first measurements of the transition from retarded to non-retarded forces. Experiments were also carried out down to separations of 1.4 nm with a surfactant monolayer of thickness 2.5 nm deposited on each mica surface. The results showed that for separations greater than about 5 nm the effective Hamaker constant is as for bulk mica, but that for separations less than 3 nm it is about 25% less and dominated by the properties of the monolayers, a result which is in accord with theoretical expectations (Section 11.12).

After 1975, new experimental techniques were developed to directly measure the van der Waals forces between surfaces in liquids (Israelachvili and Adams, 1978; Derjaguin et al., 1978). Figure 11.6 showed results obtained for the van der Waals force between two mica surfaces in various electrolyte solutions in the distance range 2–15 nm, where again the agreement with theory is within 30%. It has also been verified that in liquids retardation effects come in at smaller separations than in air (above about 5 nm rather than 10 nm), and that the zero frequency contribution is screened in salt solution (Marra, 1986a).

However, in liquids, unlike in air or vacuum, other forces are also usually present, such as long-range electric double-layer forces and—at separations below a few molecular diameters—solvation forces. The major limitation of the Lifshitz theory is that it treats both the surfaces and the intervening solvent medium as structureless continua, and consequently does not encompass molecular effects such as solvation forces and surface structural effects. We have seen in Chapter 7 that at very small separations the solvation force is expected to oscillate with distance with a periodicity equal to the molecular diameter—quite unlike the monotonic force law of the continuum Lifshitz theory. Short-range solvation and structural forces between surfaces are described in Chapter 13.

PROBLEMS AND DISCUSSION TOPICS

11.1 Two identical hard spheres of density \(10^4\) kg m\(^{-3}\) (10 g cm\(^{-3}\)) and radius \(R\) are in contact. Assuming a Hamaker constant of \(A = 10^{-19}\) J, estimate the value of \(R\) at which their van der Waals and gravitational attraction are equal.

11.2 The molecules of two non-polar liquids, A and B, are of equal size but have very different polarizabilities, with \(\alpha_A \gg \alpha_B\). Would you expect the liquids to be miscible or immiscible? If the specific solubility of A per unit volume of bulk B is \(X_A\), would you expect the specific solubility to be larger or smaller in (i) small droplets of B (convex meniscus), and (ii) a small volume of capillary condensed liquid in a wedge (concave meniscus)?
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11.3 (i) Estimate the adhesion force between two perfectly smooth spheres of quartz glass each of radius \(R = 1\) μm where the Hamaker constant is given in Table 11.2. Assume that contact occurs at a sharp cutoff distance of \(D = 0.25\) nm. How accurately could you measure this force if you had two smooth marbles, a ruler, a protractor and some thread?

(ii) What would be the adhesion force if the glass spheres were immersed in water, and what would be the adhesion energy in units of \(kT\) at 25°C (use Table 11.3).

(iii) If—due to electrostatic or hydration forces or the adsorption of polymers from solution (discussed in Chapters 12–14)—the glass surfaces also experience an additional repulsive force which, between two flat surfaces
is given by \( F = Be^{-42} \) N m\(^{-2}\) per unit area, find the new adhesion force between the spheres in the aqueous solution. Is your answer unique? (Assume that \( B = 5 \times 10^3 \) and \( \kappa^{-1} = 2 \text{ nm} \).)

(iv) What do the force versus distance and energy versus distance curves look like for the above system (iii), and what insights can be obtained from these curves? It is found that if the aqueous solution is added to an initially dry compact powder of spheres the adhesion between the spheres is significantly higher than after the solution is vigorously stirred or sonicated, or if spheres are added individually (e.g. poured in) to the aqueous solution. Explain this phenomenon. Which is the thermodynamically more stable state of this system.

11.4 Two immiscible non-polar liquids A and B are placed in a round container of radius 2 cm exposed to the atmosphere at STP. The volumes of the liquids are the same and equal to 50 ml each. The densities of A and B are 1.0 and 1.1 g ml\(^{-1}\), and their refractive indices are 1.45 and 1.40, respectively. Explain what happens at the liquid–air interface and estimate the thickness of the film of liquid A at that interface. Assume that only non-retarded van der Waals forces are involved, and that the UV electronic absorption frequencies of the two liquids are the same and equal to \( 3 \times 10^{15} \text{ s}^{-1} \).

Describe, and illustrate with schematic drawings, what can occur at the container–liquid interfaces (with both A and B) depending on the optical properties of the container material relative to those of A and B.

11.5 Two metal surfaces are very close together (as may occur in a crack). The surfaces are not smooth but have asperities of mean radius \( R = 10 \text{ nm} \). The elastic properties of the system are such that each asperity may be modelled as being held to its surface by a spring of stiffness \( K = 3 \text{ N m}^{-1} \). Find the smallest distance that two asperities may remain at equilibrium before the system becomes unstable, and describe the nature of this instability. Assume that the Hamaker constant for the metal–metal van der Waals interaction is \( A = 5 \times 10^{-19} \text{ J} \).

How would you estimate the effective stiffness, \( K \), of the asperity in terms of the Young’s modulus of the metal and the asperity dimensions? How would you expect the critical distance for the instability to depend on the radius of the asperities?

11.6 A liquid film on a flat surface exposed to saturated vapour will grow indefinitely if the Hamaker constant across the film \( A_{BLV} \) is negative. However, this is not the case for a film on a curved surface. Derive a relation between the equilibrium thickness \( D \) of a film on the surface of a cylindrical fibre of radius \( R \) in terms of \( A_{BLV} \), \( R \) and \( \gamma \) (the surface tension of the liquid).

For a quartz fibre of radius \( R = 10 \mu \text{m} \) in contact with a saturated vapour of octane at 20°C, calculate the equilibrium thickness of the film on the fibre surface ignoring gravitational effects. Is your calculated thickness likely to be an overestimate or an underestimate of the real value?

(Use Tables 11.3 and 11.4 and Eq. (15.31) for the Laplace pressure. For further reading on this topic see Quéré et al. 1989.)

11.7 A liquid is in a beaker of radius \( R \). Show that if \( A_{BLV} < 0 \), there is a wetting film on the inside of the beaker whose thickness \( D \) at a height \( H \) above the liquid surface is given by

\[
D^3 = \frac{-A_{BLV}}{6\pi \rho g H [1 - \gamma/\rho g H (R - D)]]}
\]

What happens at \( H \approx \gamma/\rho g R \)?

11.8 Describe graphically how the Hamaker ‘constant’ \( A_{123} \) might vary with distance \( D \) for the liquid–liquid–solid system shown in Fig. 11.11. Assume the film to be thin but the lens to be macroscopic, and ignore gravity.
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Fig. 11.11. Liquid that does not wet a thin film of itself adsorbed on a surface (known as autophobic). The contact angles in such cases are usually small.

11.9 Two van der Waals liquids A and B are completely miscible. A small quantity of A is dissolved in B. It is found that a very thin surface region of B is depleted of molecules A (below the bulk concentration). Argue whether you expect the surface tension of the mixture to be higher or lower than that of pure liquid B. What if the surface concentration of A is enhanced?

11.10 Colloidal particles often coagulate in non-polar liquids (hydrocarbons, oils) because of the attractive van der Waals forces between them. This is often a nuisance but can be prevented by coating the particles with a surfactant or polymer layer whose refractive index matches that of the liquid. Explain this phenomenon.

At an ACS conference, Dr Chan from Colloids Corp. describes a colloidal dispersion consisting of 0.5 μm diameter smooth silica spheres in oil where,
is given by \( F = B e^{-kR} N \text{m}^{-2} \) per unit area, find the new adhesion force between the spheres in the aqueous solution. Is your answer unique? (Assume that \( B = 5 \times 10^3 \) and \( k = 2 \text{nm}^{-1} \).)

(iv) What do the force versus distance and energy versus distance curves look like for the above system (iii), and what insights can be obtained from these curves? It is found that if the aqueous solution is added to an initially dry compact powder of spheres the adhesion between the spheres is significantly higher than after the solution is vigorously stirred or sonicated, or if spheres are added individually (e.g. poured in) to the aqueous solution. Explain this phenomenon. Which is the thermodynamically more stable state of this system.

11.4 Two immiscible non-polar liquids A and B are placed in a round container of radius 2 cm exposed to the atmosphere at STP. The volumes of the liquids are the same and equal to 50 ml each. The densities of A and B are 1.0 and 1.1 g ml^{-1}, and their refractive indices are 1.45 and 1.40, respectively. Explain what happens at the liquid–air interface and estimate the thickness of the film of liquid A at that interface. Assume that only non-retarded van der Waals forces are involved, and that the UV electronic absorption frequencies of the two liquids are the same and equal to \( 3 \times 10^{15} \text{ s}^{-1} \).

Describe, and illustrate with schematic drawings, what can occur at the container–liquid interfaces (with both A and B) depending on the optical properties of the container material relative to those of A and B.

11.5 Two metal surfaces are very close together (as may occur in a crack). The surfaces are not smooth but have asperities of mean radius \( R = 10 \text{ nm} \). The elastic properties of the system are such that each asperity may be modelled as being held to its surface by a spring of stiffness \( K = 3 \text{ N m}^{-1} \). Find the smallest distance that two asperities may remain at equilibrium before the system becomes unstable, and describe the nature of this instability. Assume that the Hamaker constant for the metal–metal van der Waals interaction is \( A = 5 \times 10^{-19} \text{ J} \).

How would you estimate the effective stiffness, \( K \), of the asperity in terms of the Young's modulus of the metal and the asperity dimensions? How would you expect the critical distance for the instability to depend on the radius of the asperities?

11.6 A liquid film on a flat surface exposed to saturated vapour will grow indefinitely if the Hamaker constant across the film \( A_{SLV} \) is negative. However, this is not the case for a film on a curved surface. Derive a relation between the equilibrium thickness \( D \) of a film on the surface of a cylindrical fibre of radius \( R \) in terms of \( A_{SLV}, R \) and \( \gamma \) (the surface tension of the liquid).

For a quartz fibre of radius \( R = 10 \mu\text{m} \) in contact with a saturated vapour of octane at 20°C, calculate the equilibrium thickness of the film on the fibre surface ignoring gravitational effects. Is your calculated thickness likely to be an overestimate or an underestimate of the real value?

(Use Tables 11.3 and 11.4 and Eq. (15.31) for the Laplace pressure. For further reading on this topic see Quéré et al. 1989.)

11.7 A liquid is in a beaker of radius \( R \). Show that if \( A_{SLV} < 0 \), there is a wetting film on the inside of the beaker whose thickness \( D \) at a height \( H \) above the liquid surface is given by

\[ D^3 = \frac{-A_{SLV}}{6\pi ho g H [1 - \gamma/\rho g H (R - D)]} \] (11.41)

What happens at \( H \approx \gamma/\rho g R \)?

11.8 Describe graphically how the Hamaker 'constant' \( A_{123} \) might vary with distance \( D \) for the liquid–liquid–solid system shown in Fig. 11.11. Assume the film to be thin but the lens to be macroscopic, and ignore gravity.

Fig. 11.11. Liquid that does not wet a thin film of itself adsorbed on a surface (known as autophobic). The contact angles in such cases are usually small.

11.9 Two van der Waals liquids A and B are completely miscible. A small quantity of A is dissolved in B. It is found that a very thin surface region of B is depleted of molecules A (below the bulk concentration). Argue whether you expect the surface tension of the mixture to be higher or lower than that of pure liquid B. What if the surface concentration of A is enhanced?

11.10 Colloidal particles often coagulate in non-polar liquids (hydrocarbons, oils) because of the attractive van der Waals forces between them. This is often a nuisance but can be prevented by coating the particles with a surfactant or polymer layer whose refractive index matches that of the liquid. Explain this phenomenon.

At an ACS conference, Dr Chan from Colloids Corp. describes a colloidal dispersion consisting of 0.5 μm diameter smooth silica spheres in oil where,
by coating the spheres with a 'matching layer' of surfactant, the depth of
the potential well was reduced by a factor of 10 as ascertained by light
scattering measurements. When asked about the thickness of the layer,
Dr Chan replies that this is proprietary information.
What was the thickness of the layer?

11.11 Are there realistic conditions for which the effective Hamaker
'constant' (i) increases with distance, and (ii) is higher in a medium than in
free space?

11.12 Derive the expression for the non-retarded force between two thin
membranes 2 of thickness T whose surfaces are at a distance D apart in
medium 1. Show that at a separation of $D = 2.2T$ the force between them
is half that of two half-spaces of 2 across 1 at the same separation D. Also
show that at larger separations, when $D \gg T$, the non-retarded interaction
energy between two sheets approaches

$$W(D) = -A_{121} T^2/2\pi D^4.$$  (11.42)
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\textbf{ELECTROSTATIC FORCES BETWEEN SURFACES IN LIQUIDS}
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12.1 \textbf{THE CHARGING OF SURFACES IN LIQUIDS: THE ELECTRIC 'DOUBLE LAYER'}

Situations in which van der Waals forces alone determine the total interaction
are restricted to a few simple systems, for example, to interactions in a vacuum
or to non-polar wetting films on surfaces, both of which were discussed in
Chapter 11. In more complex, and more interesting, systems long-range
electrostatic forces are also involved, and the interplay between these two
interactions has many important consequences.

As mentioned earlier the van der Waals force between similar particles in
a medium is always attractive, so that if only van der Waals forces were
operating, we might expect all dissolved particles to stick together (coagulate)
immediately and precipitate out of solution as a mass of solid material. Our
own bodies would be subject to the same fate if we remember that we are
composed of about 75\% water. Fortunately this does not happen, because
particles suspended in water and any liquid of high dielectric constant are
usually charged and can be prevented from coalescing by repulsive electrostatic
forces. Other repulsive forces that can prevent coalescence are solvation and
steric forces, described in Chapters 13 and 14. In this chapter we shall
concentrate on the electrostatic forces.

The charging of a surface in a liquid can come about in two ways:

(i) by the ionization or dissociation of surface groups (e.g., the dissociation
of protons from surface carboxylic groups ($-\text{COOH} \rightarrow -\text{COO}^- + \text{H}^+$),
which leaves behind a negatively charged surface) and
(ii) by the adsorption (binding) of ions from solution onto a previously
uncharged surface, e.g., the binding of Ca$^{2+}$ onto the zwitterionic headgroups
of lipid bilayer surfaces, which charges the surfaces positively. Depending on
the ionic conditions, even the air–water and hydrocarbon–water interfaces
can become charged in this way. The adsorption of ions from solution can,
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by coating the spheres with a ‘matching layer’ of surfactant, the depth of
the potential well was reduced by a factor of 10 as ascertained by light
scattering measurements. When asked about the thickness of the layer,
Dr Chan replies that this is proprietary information.
What was the thickness of the layer?

11.11 Are there realistic conditions for which the effective Hamaker
‘constant’ (i) increases with distance, and (ii) is higher in a medium than in
free space?

11.12 Derive the expression for the non-retarded force between two thin
membranes 2 of thickness T whose surfaces are at a distance D apart in
medium 1. Show that at a separation of D = 2.2T the force between them
is half that of two half-spaces of 2 across 1 at the same separation D. Also
show that at larger separations, when D >> T, the non-retarded interaction
energy between two sheets approaches

\[ W(D) = -A_{121} T^2/2\pi D^4. \] (11.42)

**Chapter 12**

**ELECTROSTATIC FORCES BETWEEN SURFACES IN LIQUIDS**

12.1 The charging of surfaces in liquids: the electric ‘double layer’

Situations in which van der Waals forces alone determine the total interaction
are restricted to a few simple systems, for example, to interactions in a vacuum
or to non-polar wetting films on surfaces, both of which were discussed in
Chapter 11. In more complex, and more interesting, systems long-range
electrostatic forces are also involved, and the interplay between these two
interactions has many important consequences.

As mentioned earlier the van der Waals force between similar particles in
a medium is always attractive, so that if only van der Waals forces were
operating, we might expect all dissolved particles to stick together (coagulate)
immediately and precipitate out of solution as a mass of solid material. Our
own bodies would be subject to the same fate if we remember that we are
composed of about 75% water. Fortunately this does not happen, because
particles suspended in water and any liquid of high dielectric constant are
usually charged and can be prevented from coalescing by repulsive electrostatic
forces. Other repulsive forces that can prevent coalescence are solvation and
steric forces, described in Chapters 13 and 14. In this chapter we shall
concentrate on the electrostatic forces.

The charging of a surface in a liquid can come about in two ways:

(i) by the ionization or dissociation of surface groups (e.g., the dissociation
of protons from surface carboxylic groups (–COOH → –COO– + H+),
which leaves behind a negatively charged surface) and

(ii) by the adsorption (binding) of ions from solution onto a previously
uncharged surface, e.g., the binding of Ca^{2+} onto the zwitterionic headgroups
of lipid bilayer surfaces, which charges the surfaces positively. Depending on
the ionic conditions, even the air–water and hydrocarbon–water interfaces
can become charged in this way. The adsorption of ions from solution can,
of course, also occur onto oppositely charged surface sites, e.g., the adsorption
of cationic Ca$^{2+}$ to anionic COO$^{-}$ sites vacated by H$^{+}$ or Na$^{+}$. This is known as ion exchange.

Whatever the charging mechanism, the final surface charge is balanced by an equal but oppositely charged region of counterions, some of which are bound, usually transiently, to the surface within the so-called Stern or Helmholtz layer, while others form an atmosphere of ions in rapid thermal motion close to the surface, known as the diffuse electric double layer (Fig. 12.1).

Two similarly charged surfaces usually repel each other electrostatically in solution, though under certain conditions they may attract at small separations. Zwitterionic surfaces, i.e., those characterized by surface dipoles but no net charge, also interact electrostatically with each other, though here we shall find that the force is usually attractive.

12.2 Charged Surfaces in Water (No Added Electrolyte)

In the following sections we shall consider the counterion distribution and force between two similarly charged planar surfaces in a pure liquid such as water, where (apart from H$_3$O$^+$ and OH$^-$ ions) the only ions in the solution are those that have come off the surfaces. Such systems occur when, for example, colloidal particles, clay sheets, surfactant micelles or bilayers whose surfaces contain ionizable groups interact in water, and also when thick films of water build up (condense) on an ionizable surface such as glass. But first we must consider some fundamental equations that describe the counterion distribution between two charged surfaces in solution.

12.3 The Poisson–Boltzmann (PB) Equation

For the case when only counterions are present in solution, the chemical potential of any ion may be written as

$$\mu = z e \psi + k T \log \rho,$$  \hspace{1cm} (12.1)

where $\psi$ is the electrostatic potential and $\rho$ the number density of ions of valency $z$ at any point $x$ between two surfaces (Fig. 12.2). Since only differences in potential are ever physically meaningful, we may set $\psi = 0$ at the midplane ($x = 0$), where also $\rho = \rho_0$ and $(d\psi/dx)_0 = 0$ by symmetry.

From the equilibrium requirement that the chemical potential be uniform throughout, Eq. (12.1) gives us the expected Boltzmann distribution of counterions at any point $x$:

$$\rho = \rho_0 e^{-ze\psi/kT}.$$  \hspace{1cm} (12.2)

One further important fundamental equation will be required. This is the well-known Poisson equation for the net excess charge density at $x$:

$$z e \rho = -\varepsilon_0 (d^2 \psi/dx^2)$$  \hspace{1cm} (12.3)
separations. Zwitterionic surfaces, i.e., those characterized by surface dipoles but no net charge, also interact electrostatically with each other, though here we shall find that the force is usually attractive.

12.2 CHARGED SURFACES IN WATER (NO ADDED ELECTROLYTE)

In the following sections we shall consider the counterion distribution and force between two similarly charged planar surfaces in a pure liquid such as water, where (apart from $\text{H}_2\text{O}^+$ and $\text{OH}^-$ ions) the only ions in the solution are those that have come off the surfaces. Such systems occur when, for example, colloidal particles, clay sheets, surfactant micelles or bilayers whose surfaces contain ionizable groups interact in water, and also when thick films of water build up (condense) on an ionizable surface such as glass. But first we must consider some fundamental equations that describe the counterion distribution between two charged surfaces in solution.

12.3 THE POISSON–BOLTZMANN (PB) EQUATION

For the case when only counterions are present in solution, the chemical potential of any ion may be written as

$$\mu = z\psi_k + kT\log \rho,$$

(12.1)

where $\psi$ is the electrostatic potential and $\rho$ the number density of ions of valency $z$ at any point $x$ between two surfaces (Fig. 12.2). Since only differences in potential are ever physically meaningful, we may set $\psi_0 = 0$ at the midplane ($x = 0$), where also $\rho = \rho_0$ and $(\psi/\delta x)_0 = 0$ by symmetry.

From the equilibrium requirement that the chemical potential be uniform throughout, Eq. (12.1) gives us the expected Boltzmann distribution of counterions at any point $x$:

$$\rho = \rho_0 e^{-z\psi/kT}.$$

(12.2)

One further important fundamental equation will be required. This is the well-known Poisson equation for the net excess charge density at $x$:

$$ze\rho = -\varepsilon_0 (d^2\psi/dx^2)$$

(12.3)
12.4 SURFACE CHARGE, ELECTRIC FIELD AND COUNTERION CONCENTRATION AT A SURFACE

The PB equation is a non-linear second-order differential equation, and to solve for \( \psi \) we need two boundary conditions, which determine the two integration constants. The first boundary condition follows from the symmetry requirement that the field must vanish at the midplane, i.e., that \( E_0 = (d\psi/dx)_0 = 0 \). The second boundary condition follows from the requirement of overall electroneutrality, i.e., that the total charge of the counterions in the gap must be equal (and opposite) to the charge on the surfaces. If \( \sigma \) is the surface charge density on each surface (in C m\(^{-2}\)) and \( D \) is the distance between the surfaces (Fig. 12.2), then the condition of electroneutrality implies that

\[
\sigma = - \int_0^{D/2} z e \rho \, dx = + \varepsilon \varepsilon_0 \int_0^{D/2} (d^2\psi/dx^2) \, dx = \varepsilon \varepsilon_0 (d\psi/dx)_{D/2} = \varepsilon \varepsilon_0 (d\psi/dx)_0, \quad E_0, \quad (12.5)
\]

Eq. (12.5) gives an important boundary condition relating the surface charge density \( \sigma \) to the electric field \( E_0 \) at each surface (at \( x = \pm D/2 \)), which we may note is independent of the gap width \( D \).

\[ \square \]

**WORKED EXAMPLE**

**Question:** Is the electric field near a charged surface in water sufficiently intense to immobilize the water molecules adjacent to it?

**Answer:** Assuming a high charge density of \( \sigma = 0.3 \) C m\(^{-2}\) (which is one charge per 0.5 nm\(^2\)—typical of a fully ionized surface), the electric field at the surface, Eq. (12.5), is \( E_0 = \sigma / \varepsilon \varepsilon_0 = 0.3/80(8.85 \times 10^{-12}) = 4.2 \times 10^8 \) V m\(^{-1}\). We may compare this to the field just outside a monovalent ion in water. Using Eq. (3.3), the field at \( r = 0.25 \) nm from the centre of an ion is \( E_i = q/4\pi \varepsilon \varepsilon_0 r^2 = 2.9 \times 10^8 \) V m\(^{-1}\). Since this is comparable to the field at the charged surface, and since the fields of monovalent ions are usually not strong enough to immobilize water molecules around them (Chapters 3–5), it is unlikely that water molecules will become significantly

---

*Fig. 12.2. Two negatively charged surfaces of surface charge density \( \sigma \) separated a distance \( D \) in water. The only ions in the space between them are the counterions that have dissociated from the surfaces. The counterion density profile \( \rho_c \) and electrostatic potential \( \psi_c \) are shown schematically in the lower part of the figure. The 'contact' values are \( \rho_c \) and \( \psi_c \).*

which when combined with the Boltzmann distribution, Eq. (12.2), gives the Poisson–Boltzmann (PB) equation:

\[
d^2\psi/dx^2 = -ze\rho/\varepsilon\varepsilon_0 = -(zep_0/\varepsilon\varepsilon_0)e^{-ze\psi/RT}. \quad (12.4)
\]

When solved, the PB equation gives the potential \( \psi \), electric field \( E = d\psi/dx \), and counterion density \( \rho_c \), at any point \( x \) in the gap between the two surfaces. Let us first determine these values at the surfaces themselves. These quantities are often referred to as the *contact values*: \( \psi_c \), \( E_c \), \( \rho_c \), etc.
12.4 SURFACE CHARGE, ELECTRIC FIELD AND COUNTERION CONCENTRATION AT A SURFACE

The PB equation is a non-linear second-order differential equation, and to solve for \( \psi \) we need two boundary conditions, which determine the two integration constants. The first boundary condition follows from the symmetry requirement that the field must vanish at the midplane, i.e., that \( E_0 = (d\psi/dx)_0 = 0 \). The second boundary condition follows from the requirement of overall electroneutrality, i.e., that the total charge of the counterions in the gap must be equal (and opposite) to the charge on the surfaces. If \( \sigma \) is the surface charge density on each surface (in \( \text{C m}^{-2} \)) and \( D \) is the distance between the surfaces (Fig. 12.2), then the condition of electroneutrality implies that

\[
\sigma = - \int_{-D/2}^{D/2} \varepsilon_e \rho \, dx = + \varepsilon_e \int_{-D/2}^{D/2} (d^2 \psi / dx^2) \, dx
\]

\[
= \varepsilon_e \sigma (d\psi / dx)_{D/2} = \varepsilon_e \sigma (d\psi / dx)_0 = \varepsilon_e \sigma E_0,
\]

i.e.,

\[
E_0 = \sigma / \varepsilon e. \tag{12.5}
\]

Eq. (12.5) gives an important boundary condition relating the surface charge density \( \sigma \) to the electric field \( E_0 \) at each surface (at \( x = \pm D/2 \)), which we may note is independent of the gap width \( D \).

\( \square \)

**WORKED EXAMPLE**

**Question:** Is the electric field near a charged surface in water sufficiently intense to immobilize the water molecules adjacent to it?

**Answer:** Assuming a high charge density of \( \sigma = 0.3 \, \text{C m}^{-2} \) (which is one charge per 0.5 nm\(^2\)—typical of a fully ionized surface), the electric field at the surface, Eq. (12.5), is \( E_0 = \sigma / \varepsilon e = 0.3/88.5 \times 10^{-12} = 4.2 \times 10^8 \, \text{V m}^{-1} \). We may compare this to the field just outside a monovalent ion in water. Using Eq. (3.3), the field at \( r = 0.25 \text{ nm} \) from the centre of an ion is \( E_i = e/4\pi \varepsilon e_o r^2 = 2.9 \times 10^9 \, \text{V m}^{-1} \). Since this is comparable to the field at the charged surface, and since the fields of monovalent ions are usually not strong enough to immobilize water molecules around them (Chapters 3–5), it is unlikely that water molecules will become significantly
oriented, immobilized, or ‘bound’ to, any but the most highly charged surfaces. However, other interactions with the surface, such as H-bonding, may lead to significant effects on the local water structure.

Turning now to the ionic distribution, there exists an important general relation between the concentrations of counterions at either surface and at the midplane. Differentiating Eq. (12.2) and then using Eq. (12.4) we obtain

$$\frac{d\rho}{dx} = -\frac{ze\rho_0}{kT} e^{-ze\psi/kT} \left( \frac{d\psi}{dx} \right) = \frac{\varepsilon \varepsilon_0}{kT} \frac{d^2\psi}{dx^2}$$

$$= \frac{\varepsilon \varepsilon_0}{2kT} \left( \frac{d\psi}{dx} \right)^2,$$

(12.6)

hence

$$\rho_x - \rho_0 = \int_0^x d\rho = \frac{\varepsilon \varepsilon_0}{2kT} \int_0^x d\left( \frac{d\psi}{dx} \right)^2 = + \frac{\varepsilon \varepsilon_0}{2kT} \left( \frac{d\psi}{dx} \right)_0^x,$$

so that

$$\rho_x = \rho_0 + \frac{\varepsilon \varepsilon_0}{2kT} \left( \frac{d\psi}{dx} \right)_0^x,$$

(12.7)

which gives $\rho$ at any point $x$ in terms of $\rho_0$ at the midplane and $(d\psi/dx)^2$ at $x$. In particular at the surface, $x = D/2$, we obtain using Eq. (12.5) the contact value of $\rho$

$$\rho_x = \rho_0 + \sigma^2/2\varepsilon \varepsilon_0 kT.$$

(12.8)

This result shows that the concentration of counterions at the surface depends only on the surface charge density $\sigma$ and the counterion concentration at the midplane. Note that $\rho_x$ never falls below $\sigma^2/2\varepsilon \varepsilon_0 kT$ even for isolated surfaces, i.e., for two surfaces far apart when $\rho_0 \to 0$. For example, for an isolated surface in water of charge density $\sigma = 0.2 \text{ C m}^{-2}$ (one charge per 0.8 nm$^2$) at 293 K

$$\rho_x = \frac{\sigma^2}{2\varepsilon \varepsilon_0 kT} = (0.2)^2/2 \times 80 \times 8.85 \times 10^{-12} \times 4.04 \times 10^{-21}$$

$$= 7.0 \times 10^{27} \text{ m}^{-3},$$

which is about 12 M. If these surface counterions are considered to occupy a layer of thickness $\sim 0.2 \text{ nm}$, the above value for $\rho_x$ corresponds to a surface counterion density of $(7 \times 10^{27})(0.2 \times 10^{-9}) = 1.4 \times 10^{18} \text{ ions m}^{-2}$ or one charge per 0.7 nm$^2$, which is about as the same as the surface charge density $\sigma$. That is, for a given $\rho_0$, there are about as many charges on the surface as there are ions per unit area.

This interesting result, for it shows that regardless of the counterion distribution profile $\rho_x$ away from a surface (Section 12.5), most of the counterions that effectively balance the surface charge are located in the first few Angstroms from the surface (Jönsson et al., 1980). However, for lower surface charge densities, since $\rho_x \ll \sigma^2$, the layer of counterions extends well beyond the surface and becomes much more diffuse (hence the term diffuse double layer).

#### 12.5 COUNTERION CONCENTRATION PROFILE AWAY FROM A SURFACE

The above equations are quite general and are the starting point of all theoretical computations of the ionic distributions near planar charged surfaces, even when the solution contains added electrolyte (Section 12.11 onwards). To proceed further for the specific case of counterions only (Fig. 12.2) we must now solve the Poisson–Boltzmann equation, Eq. (12.4), which can be satisfied by

$$\psi = (kT/ze) \log(\cos^2 Kx)$$

(12.9)

or

$$e^{-ze\psi/kT} = 1/\cos^2 Kx,$$

(12.10)

where $K$ is a constant given by

$$K^2 = (ze)^2 \rho_0/2 \varepsilon \varepsilon_0 kT.$$

(12.11)

With this form for the potential we see that $\psi = 0$ and $d\psi/dx = 0$ at $x = 0$ for all $K$, as required. To solve for $K$ we differentiate Eq. (12.9) and then use Eq. (12.5) to obtain the electric fields

at any point $x$: $E_x = d\psi/dx = -(2kTK/ze) \tan Kx,$

at the surfaces: $E_x = (d\psi/dx)_x = -(2kTK/ze) \tan (KD/2) = + \sigma/\varepsilon \varepsilon_0.$

(12.12)
oriented, immobilized, or ‘bound’ to, any but the most highly charged surfaces. However, other interactions with the surface, such as H-bonding, may lead to significant effects on the local water structure.

Turning now to the ionic distribution, there exists an important general relation between the concentrations of counterions at either surface and at the midplane. Differentiating Eq. (12.2) and then using Eq. (12.4) we obtain

$$\frac{d\rho}{dx} = -\frac{z e \rho_0}{kT} e^{-z e \phi/kT} \left( \frac{d\psi}{dx} \right) = \frac{\varepsilon \varepsilon_0}{kT} \left( \frac{d\psi}{dx} \right) \left( \frac{d^2\psi}{dx^2} \right)$$

$$= \frac{\varepsilon \varepsilon_0}{kT} \frac{d}{dx} \left( \frac{d\psi}{dx} \right)^2,$$

hence

$$\rho_x - \rho_0 = \int_0^x d\rho = \frac{\varepsilon \varepsilon_0}{kT} \int_0^x d\psi = \frac{\varepsilon \varepsilon_0}{2kT} \left( \frac{d\psi}{dx} \right)^2,$$

so that

$$\rho_x = \rho_0 + \frac{\varepsilon \varepsilon_0}{2kT} \left( \frac{d\psi}{dx} \right)^2,$$

which gives \( \rho \) at any point \( x \) in terms of \( \rho_0 \) at the midplane and \( (d\psi/dx)^2 \) at \( x \). In particular at the surface, \( x = D/2 \), we obtain using Eq. (12.5) the contact value of \( \rho \)

$$\rho_s = \rho_0 + \sigma^2/2\varepsilon \varepsilon_0 kT.$$

This result shows that the concentration of counterions at the surface depends only on the surface charge density \( \sigma \) and the counterion concentration at the midplane. Note that \( \rho_s \) never falls below \( \sigma^2/2\varepsilon \varepsilon_0 kT \) even for isolated surfaces, i.e., for two surfaces far apart when \( \rho_0 \rightarrow 0 \). For example, for an isolated surface in water of charge density \( \sigma = 0.2 \text{ C m}^{-2} \) (one charge per 0.8 nm\(^2\)) at 293 K

$$\rho_s = \sigma^2/2\varepsilon \varepsilon_0 kT = (0.2)^2/2 \times 80 \times 8.85 \times 10^{-12} \times 4.04 \times 10^{-21} = 7.0 \times 10^{27} \text{ m}^{-3},$$

which is about 12 M. If these surface counterions are considered to occupy a layer of thickness \( \sim 0.2 \text{ nm} \), the above value for \( \rho_s \) corresponds to a surface counterion density of \((7 \times 10^{27})(0.2 \times 10^{-9}) = 1.4 \times 10^{18} \text{ ions m}^{-2} \) or one charge per \( 0.7 \text{ nm}^2 \), which is about the same as the surface charge density \( \sigma \). This is an interesting result, for it shows that regardless of the counterion distribution profile \( \rho_s \) away from a surface (Section 12.5), most of the counterions that effectively balance the surface charge are located in the first few Angstroms from the surface (Jönsson et al., 1980). However, for lower surface charge densities, since \( \rho_s \approx \sigma^2 \), the layer of counterions extends well beyond the surface and becomes much more diffuse (hence the term diffuse double layer).

### 12.5 Counterion Concentration Profile Away from a Surface

The above equations are quite general and are the starting point of all theoretical computations of the ionic distributions near planar charged surfaces, even when the solution contains added electrolyte (Section 12.11 onwards). To proceed further for the specific case of counterions only (Fig. 12.2) we must now solve the Poisson–Boltzmann equation, Eq. (12.4), which can be satisfied by

$$\psi = (kT/ze) \log(\cos^2 Kx)$$

or

$$e^{-z e \phi/kT} = 1/\cos^2 Kx,$$

where \( K \) is a constant given by

$$K^2 = (ze)^2 \rho_0/2\varepsilon \varepsilon_0 kT.$$

With this form for the potential we see that \( \psi = 0 \) and \( d\psi/dx = 0 \) at \( x = 0 \) for all \( K \), as required. To solve for \( K \) we differentiate Eq. (12.9) and then use Eq. (12.5) to obtain the electric fields

at any point \( x \): \( E_x = d\psi/dx = -(2kTK/ze) \tan Kx \),

at the surfaces: \( E_s = (d\psi/dx)_s = -(2kTK/ze) \tan (KD/2) = +\sigma/\varepsilon \varepsilon_0 \).
The counterion distribution profile

\[ \rho_x = \rho_0 e^{-ze\phi/kT} = \rho_0 / \cos^2 Kx \]  

(12.13)

is therefore known once \( K \) is determined from Eq. (12.12) in terms of \( \sigma \) and \( D \).

\[ \Box \]

\[ \Box \] **WORKED EXAMPLE** \[ \Box \]

**Question:** Two charged surfaces with \( \sigma = 0.2 \text{C m}^{-2} \) are 2 nm apart \((D = 2 \text{nm})\). Calculate the field, potential and counterion density at each surface, at 0.2 nm from each surface and at the mid-plane, assuming monovalent counterions.

**Answer:** From Eq. (12.12) we find that for \( z = 1 \), \( K = 1.3361 \times 10^9 \text{m}^{-1} \) at 293 K. From Eq. (12.11) this means that \( \rho_0 = 0.40 \times 10^{27} \text{m}^{-3} \), so that at the surface \( \rho_s = \rho_0 \cos^2 (KD/2) = 7.4 \times 10^{27} \text{m}^{-3} \). The same result is also immediately obtainable from Eq. (12.8) since, as we have previously established, \( \sigma^2 / 2e \varepsilon_0 kT = 7.0 \times 10^{27} \text{m}^{-3} \). Thus, the counterion concentration at each surface \( \rho_s \) is about 18.5 times greater than at the midplane \( \rho_0 \), which is only 1 nm away. Putting \( K = 1.3661 \times 10^9 \text{m}^{-1} \), \( kT = 4.045 \times 10^{-21} \text{J} \), \( \sigma = 0.2 \text{C m}^{-2} \), \( e = 80 \), \( ze = 1.602 \times 10^{-19} \text{C} \), and \( D = 2 \times 10^{-9} \text{m} \) into Eqs (12.9), (12.12) and (12.13) we obtain:

<table>
<thead>
<tr>
<th>( \psi (\text{mV}) )</th>
<th>( E (\text{V m}^{-1}) )</th>
<th>( \rho (\text{m}^{-3}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>At ( x = 1 \text{nm} ) ('contact value' at surface)</td>
<td>-74</td>
<td>( 2.8 \times 10^8 )</td>
</tr>
<tr>
<td>At ( x = 0.8 \text{nm} ) (0.2 nm from surface)</td>
<td>-37</td>
<td>( 1.2 \times 10^8 )</td>
</tr>
<tr>
<td>At ( x = 0 ) ('midplane' value 1 nm from surface)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note the unphysically steep decrease in the ion density \( \rho \) near the surface.

Figure 12.3 shows how the counterion concentration varies with distance for the case of \( \sigma = 0.224 \text{ C m}^{-2} \), \( D = 21 \text{ nm} \), as calculated on the basis of (i) the Poisson-Boltzmann equation as in the above example, and (ii) a Monte Carlo simulation of the same system. The agreement is quite good though the Monte Carlo result gives a slightly higher counterion concentration very near the surfaces compensated by a lower concentration in the central region between the two surfaces.

12.6 **ORIGIN OF THE IONIC DISTRIBUTION, ELECTRIC FIELD, SURFACE POTENTIAL AND PRESSURE**

Before we proceed to calculate the force or pressure between two surfaces it is instructive to discuss, in qualitative terms, how the counterion distribution, potential, field and pressure between two surfaces arise. The first thing to notice is that if there were no ions between two similarly charged surfaces, there would be no electric field in the gap between them. This is because the field emanating from a planar charged surface, \( E = \sigma / 2e \varepsilon_0 \), is uniform away from the surface (Section 3.3). The two opposing fields emanating from the two plane parallel surfaces therefore cancel out to zero between them. Thus, when the counterions are introduced into the intervening region they do not experience an attractive electrostatic force towards each surface. The reason why the counterions build up at each surface is simply because of their mutual repulsion and is similar to the accumulation of mobile charges on the surface of any charged conductor. The repulsive electrostatic interaction between the counterions and their entropy of mixing alone determine their concentration profile \( \rho_s \), the potential profile \( \psi_s \), and the field \( E_s \) between the surfaces (Jönsson et al., 1980), and we may further note that in all the
The counterion distribution profile

\[ \rho_x = \rho_0 e^{-ze\Phi/KT} = \rho_0 / \cos^2 Kx \]  

(12.13)
is therefore known once \( K \) is determined from Eq. (12.12) in terms of \( \sigma \) and \( D \).

\[ \blacksquare \quad \text{WORKED EXAMPLE} \quad \blacksquare \]

**Question:** Two charged surfaces with \( \sigma = 0.2 \text{ C m}^{-2} \) are 2 nm apart \((D = 2 \text{ nm})\). Calculate the field, potential and counterion density at each surface, at 0.2 nm from each surface and at the mid-plane, assuming monovalent counterions.

**Answer:** From Eq. (12.12) we find that for \( z = 1 \), \( K = 1.3361 \times 10^9 \text{ m}^{-1} \) at 293 K. From Eq. (12.11) this means that \( \rho_0 = 0.40 \times 10^{27} \text{ m}^{-3} \), so that at the surface \( \rho_x = \rho_0 / \cos^2(KD/2) = 7.4 \times 10^{27} \text{ m}^{-3} \). The same result is also immediately obtainable from Eq. (12.8) since, as we have previously established, \( \sigma^2 / 2\pi \varepsilon_0 kT = 7.0 \times 10^{27} \text{ m}^{-3} \). Thus, the counterion concentration at each surface \( \rho_x \) is about 18.5 times greater than at the midplane \( \rho_0 \), which is only 1 nm away. Putting \( K = 1.3661 \times 10^9 \text{ m}^{-1} \), \( kT = 4.045 \times 10^{-21} \text{ J} \), \( \sigma = 0.2 \text{ C m}^{-2} \), \( \varepsilon = 80 \), \( ze = 1.602 \times 10^{-19} \text{ C} \), and \( D = 2 \times 10^{-9} \text{ m} \) into Eqs (12.9), (12.12) and (12.13) we obtain:

<table>
<thead>
<tr>
<th>( \psi ) (mV)</th>
<th>( E ) (V m(^{-1}))</th>
<th>( \rho ) (m(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>At ( x = 1 \text{ nm} ) ('contact value' at surface)</td>
<td>74</td>
<td>2.8 \times 10^8</td>
</tr>
<tr>
<td>At ( x = 0.8 \text{ nm} ) (0.2 nm from surface)</td>
<td>37</td>
<td>1.2 \times 10^8</td>
</tr>
<tr>
<td>At ( x = 0 ) ('midplane' value 1 nm from surface)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note the unphysically steep decrease in the ion density \( \rho \) near the surface.

Figure 12.3 shows how the counterion concentration varies with distance for the case of \( \sigma = 0.224 \text{ C m}^{-2} \), \( D = 21 \text{ nm} \), as calculated on the basis of (i) the Poisson–Boltzmann equation as in the above example, and (ii) a Monte Carlo simulation of the same system. The agreement is quite good though the Monte Carlo result gives a slightly higher counterion concentration very near the surfaces compensated by a lower concentration in the central region between the two surfaces.

12.6 Origin of the ionic distribution, electric field, surface potential and pressure

Before we proceed to calculate the force or pressure between two surfaces it is instructive to discuss, in qualitative terms, how the counterion distribution, potential, field and pressure between two surfaces arise. The first thing to notice is that if there were no ions between two similarly charged surfaces, there would be no electric field in the gap between them. This is because the field emanating from a planar charged surface, \( E = \sigma / 2\varepsilon_0 \), is uniform away from the surface (Section 3.3). The two opposing fields emanating from the two plane parallel surfaces therefore cancel out to zero between them. Thus, when the counterions are introduced into the intervening region they do not experience an attractive electrostatic force towards each surface. The reason why the counterions build up at each surface is simply because of their mutual repulsion and is similar to the accumulation of mobile charges on the surface of any charged conductor. The repulsive electrostatic interaction between the counterions and their entropy of mixing alone determine their concentration profile \( \rho_x \), the potential profile \( \psi_x \) and the field \( E_x \) between the surfaces (Jönsson et al., 1980), and we may further note that in all the
Capacitor (see Worked Example in Section 3.3) whence the additional drop in potential across the layer is given by
\[ \psi_\delta = \sigma \delta / \varepsilon_0 \varepsilon_0. \] (12.14)

For example, if \( \delta = 0.2 \text{ nm} \), \( \sigma = 0.2 \text{ C m}^{-2} \) and \( \varepsilon_0 = 40 \), we obtain \( \psi_\delta = 130 \text{ mV} \), which is actually higher than the potential drop across the diffuse double layer, calculated in the previous worked example.

We now turn to the origin of the force or pressure between the two surfaces. Contrary to intuition, the origin of the repulsive force between two similarly charged surfaces in a solvent containing counterions and electrolyte ions is entropic (osmotic), not electrostatic. Indeed, the electrostatic contribution to the net force is actually attractive. Consider a surface, initially uncharged, placed in water. When the surface groups dissociate the counterions leave the surface against the attractive Coulombic force pulling them back. What maintains the diffuse double layer is the repulsive osmotic pressure between the counterions which forces them away from the surface and from each other so as to increase their configurational entropy. On bringing two such surfaces together one is therefore forcing the counterions back onto the surfaces against their preferred equilibrium state, i.e., against their osmotic repulsion, but favoured by the electrostatic interaction. The former dominates and the net force is repulsive.

To understand why the purely electrostatic part of the interaction is attractive recall that it involves an equal number of positive (counterion) and negative (surface) charges, i.e., the system is overall electrically neutral. The net Coulombic interaction between a system of charges that are overall neutral always favours their association, as we saw in the case of ionic crystals (e.g., NaCl) in Chapter 3 and dipoles in Chapter 4. This point will be further clarified in the following section.

12.7 THE PRESSURE BETWEEN TWO CHARGED SURFACES IN WATER: THE CONTACT VALUE THEOREM

Using Eq. (2.20) the repulsive pressure \( P \) of the counterions at any position \( x \) from the centre (Fig. 12.4) is given by \( (\delta P/\delta x)_{x,T} = \rho (\delta \mu/\delta x)_{x,T} \), where the chemical potential \( \mu \) is given by Eq. (12.1). The change in pressure at \( x \) on bringing two plates together from infinity \( (x' = \infty, \text{ where } P = 0) \) to a
Fig. 12.4. Stern layers of thickness $\delta$ at each surface dividing the planes of fixed charge density $\sigma$ from the boundary of the aqueous solution—the OHP. There is an additional linear drop in potential across the Stern layer given by Eq. (12.14) so that $\psi_{\text{TOT}} = \psi_s + \psi_s$. However, the counterion density and electrostatic potential within the aqueous region between the two OHPs at $x = D/2$ and $x = -D/2$, and the pressure between the two surfaces, are independent of $\delta$.

Theoretical derivations so far the only way the surface charge density $\sigma$ enters into the picture is through Eq. (12.5), which is simply a statement about the total number of counterions in the gap.

Further, if the locations of the charged surface groups were not at the physical solid-liquid interface (at $x = \pm 1D$) but at some small distance $\delta$ within the surface (Fig. 12.4), the ionic distribution $p_s$, potential $\psi_s$, field $E_s$, and the pressure in the medium between $+1D$ and $-1D$ would not change. But the potential would be different if it were measured at $x = \pm (1D + \delta)$. This is the origin of the so called Stern and Helmholtz layers (Verwey and Overbeek, 1948; Hiemenz, 1977) which separate the charged plane from the Outer Helmholtz Plane (OHP) from which the ionic atmosphere begins to obey the Poisson-Boltzmann equation. The combined thickness of the Stern and Helmholtz layers $\delta$ is of the order of a few ångströms and reflects the finite size of the charged surface groups and transiently bound counterions, as illustrated in Fig. 12.4. If the dielectric constant of the Stern-Helmholtz layer is uniform and equal to $\varepsilon_s$, it can be modeled as a capacitor (see Worked Example in Section 3.3) whence the additional drop in potential across the layer is given by

$$\psi_s = \sigma \delta / \varepsilon_s \varepsilon_0.$$  \hspace{1cm} (12.14)

For example, if $\delta = 0.2 \text{ nm}$, $\sigma = 0.2 \text{ C m}^{-2}$ and $\varepsilon_s = 40$, we obtain $\psi_s = 130 \text{ mV}$, which is actually higher than the potential drop across the diffuse double layer, calculated in the previous worked example.

We now turn to the origin of the force or pressure between the two surfaces. Contrary to intuition, the origin of the repulsive force between two similarly charged surfaces in a solvent containing counterions and electrolyte ions is entropic (osmotic), not electrostatic. Indeed, the electrostatic contribution to the net force is actually attractive. Consider a surface, initially uncharged, placed in water. When the surface groups dissociate the counterions leave the surface against the attractive Coulombic force pulling them back. What maintains the diffuse double layer is the repulsive osmotic pressure between the counterions which forces them away from the surface and from each other so as to increase their configurational entropy. On bringing two such surfaces together one is therefore forcing the counterions back onto the surfaces against their preferred equilibrium state, i.e., against their osmotic repulsion, but favoured by the electrostatic interaction. The former dominates and the net force is repulsive.

To understand why the purely electrostatic part of the interaction is attractive recall that it involves an equal number of positive (counterion) and negative (surface) charges, i.e., the system is overall electrically neutral. The net Coulombic interaction between a system of charges that are overall neutral always favours their association, as we saw in the case of ionic crystals (e.g., NaCl) in Chapter 3 and dipoles in Chapter 4. This point will be further clarified in the following section.

12.7 THE PRESSURE BETWEEN TWO CHARGED SURFACES IN WATER: THE CONTACT VALUE THEOREM

Using Eq. (2.20) the repulsive pressure $P$ of the counterions at any position $x$ from the centre (Fig. 12.4) is given by $(\partial P / \partial x)_{x \rightarrow 0} = \mu (\partial / \partial x)_{x \rightarrow 0}$, where the chemical potential $\mu$ is given by Eq. (12.1). The change in pressure at $x$ on bringing two plates together from infinity ($x' = \infty$, where $P = 0$) to a
separation $x' = D/2$ at constant temperature is therefore

$$P_x = -\int_{x' = 0}^{x' = D/2} [\varepsilon \sigma (d\psi / dx)_x \, dx' + kT \, d\rho_x]_{x' = D/2}.$$  

(12.15)

Note that in the above equation the values are computed at the fixed point $x$ within the ionic solution which is not the same as the variable separation $x'$ between the two surfaces. Replacing $\varepsilon \sigma$ by the Poisson equation and using the relations

$$\frac{d}{dx} \left( \frac{d\psi}{dx} \right)^2 = 2 \left( \frac{d\psi}{dx} \right) \left( \frac{d^2\psi}{dx^2} \right)$$

this becomes

$$P_x(D) - P_x(\infty) = -\frac{1}{2} \varepsilon \sigma_0 \frac{d\psi}{dx}_{x(D)}^2 + kT \rho_x(D) + \frac{1}{2} \varepsilon \sigma_0 \frac{d\psi}{dx}_{x(\infty)}^2 - kT \rho_x(\infty)$$  

(12.16)

where the subscripts $x$ mean that the values are calculated at $x$ when the surfaces are at a distance $D$ or $\infty$ apart. In the present case, since there are no electrolyte ions in the bulk solution, $\rho_x(\infty) = 0$, so that by Eq. (12.7) we have $P_x(\infty) = 0$, as expected. The above important equation gives the pressure $P$ at any point $x$ between the two surfaces, and we may notice that it is split into two contributions. The first, being a square, is always negative, i.e., attractive. This is the electrostatic field energy contribution, discussed qualitatively in the previous section. The second term is positive and hence repulsive. This is the entropic (osmotic) contribution to the force.

At equilibrium, $P_x(D)$ should be uniform throughout the gap, i.e., independent of $x$, and it is also the pressure acting on the two surfaces. To verify this we note that using Eq. (12.7) the above may be written as

$$P_x(D) = kT[\rho_0(D) - \rho_0(\infty)]$$  

(12.17a)

or

$$P_x(D) = kT \rho_0(D) \quad \text{since here} \quad \rho_0(\infty) = 0.$$  

(12.17b)

which is indeed independent of $x$ and depends only on the increased ionic concentration, or osmotic pressure, at the midplane, $\rho_0$, and thus on $\sigma$ and $D$. We may therefore drop the subscript $x$ from $P_x(D)$. It is instructive to insert Eq. (12.8) into the above, whence we obtain

$$P(D) = kT \rho_0(D) = kT[\rho_0(D) - \sigma^2/2\varepsilon \sigma_0 kT],$$

that is,

$$P(D) = kT[\rho_0(D) - \rho_0(\infty)].$$  

(12.18)

Thus, the pressure is also given by the increase in the ion concentration at the surfaces as they approach each other. This important equation, known as the contact value theorem, is always valid so long as there is no interaction between the counterions and the surfaces, i.e., so long as there is no counterion adsorption so that the surface charge density remains constant and independent of $D$.

The contact value theorem is very general and applies to many other types of interactions, for example, to double-layer interactions where electrolyte ions are present in the solution, to solvation interactions where $\rho_0(D)$ is now the surface concentration of solvent molecules (Chapter 13), to polymer-associated steric and depletion interactions where $\rho_0(D)$ is the surface concentration of polymeric groups (Chapters 14 and 18), and to undulation, peristaltic and protrusion forces between fluid membranes (Chapter 18). In the case of overlapping double layers, the resulting force is often referred to as the electric or electrostatic double-layer repulsion or force, even though, as we have seen, the repulsion is really due to entropic confinement.

Returning to Eq. (12.17b) the pressure may also be expressed in terms of $K$, as given by Eq. (12.11), by

$$P = kT \rho_0 = 2\varepsilon \sigma_0 (K/\varepsilon)^2 K^2.$$  

(12.19)

As an example let us apply this result to the worked example of Section 12.5 where for two surfaces with $\sigma = 0.2 \, \text{C m}^{-2}$ at $D = 2 \, \text{nm}$ apart, we found $K = 1.336 \times 10^6 \, \text{m}^{-1}$. The repulsive pressure between them is therefore $1.7 \times 10^6 \, \text{N m}^{-2}$, or about 17 atm. Note that this repulsion exceeds by far any possible van der Waals attraction at this separation; for a typical Hamaker constant of $A \approx 10^{-20} \, \text{J}$ the van der Waals attractive pressure would be only $A/12\pi D^3 \approx 3 \times 10^4 \, \text{N m}^{-2}$ or about 0.3 atm.

The above equations have been used successfully to account for the equilibrium spacings of ionic surfactant and lipid bilayers in water (Cowley et al., 1978). Figure 12.5 shows experimental results obtained for the repulsive pressure between charged bilayer surfaces in water (cf. Fig. 10.6h), together with the theoretical curve based on Eq. (12.19). The agreement is very good.
separation \( x' = D/2 \) at constant temperature is therefore

\[
P_x = - \int_{x' = D/2}^{x' = \infty} [ze \varphi (d\psi / dx)_x dx' + kT d\rho_x].
\]

(12.15)

Note that in the above equation the values are computed at the fixed point \( x \) within the ionic solution which is not the same as the variable separation \( x' \) between the two surfaces. Replacing \( ze \varphi \) by the Poisson equation and using the relations

\[
\frac{d}{dx} \left( \frac{d\psi}{dx} \right)^2 = 2 \left( \frac{d\psi}{dx} \right) \left( \frac{d^2\psi}{dx^2} \right)
\]

this becomes

\[
P_x(D) - P_x(\infty) = - \frac{1}{2} \varepsilon_0 \left( \frac{d\psi}{dx} \right)_{x(D)}^2 + kT \rho_x(D) + \frac{1}{2} \varepsilon_0 \left( \frac{d\psi}{dx} \right)_{x(\infty)}^2 - kT \rho_x(\infty)
\]

(12.16)

where the subscripts \( x \) mean that the values are calculated at \( x \) when the surfaces are at a distance \( D \) or \( \infty \) apart. In the present case, since there are no electrolyte ions in the bulk solution, \( \rho_x(\infty) = 0 \), so that by Eq. (12.7) we have \( P_x(\infty) = 0 \), as expected. The above important equation gives the pressure \( P \) at any point \( x \) between the two surfaces, and we may notice that it is split into two contributions. The first, being a square, is always negative, i.e., attractive. This is the electrostatic field energy contribution, discussed qualitatively in the previous section. The second term is positive and hence repulsive. This is the entropic (osmotic) contribution to the force.

At equilibrium, \( P_x(D) \) should be uniform throughout the gap, i.e., independent of \( x \), and it is also the pressure acting on the two surfaces. To verify this we note that using Eq. (12.7) the above may be written as

\[
P_x(D) = kT[\rho_0(D) - \rho_0(\infty)]
\]

(12.17a)

or

\[
P_x(D) = kT \rho_0(D) \quad \text{since here } \rho_0(\infty) = 0.
\]

(12.17b)

which is indeed independent of \( x \) and depends only on the increased ionic concentration, or osmotic pressure, at the midplane, \( \rho_0(D) \), and thus on \( \sigma \) and \( D \). We may therefore drop the subscript \( x \) from \( P_x(D) \). It is instructive to insert Eq. (12.8) into the above, whence we obtain

\[
P(D) = kT \rho_0(D) = kT[\rho_0(D) - \sigma^2/2\varepsilon_0 kT],
\]

that is,

\[
P(D) = kT[\rho_0(D) - \rho_0(\infty)].
\]

(12.18)

Thus, the pressure is also given by the increase in the ion concentration at the surfaces as they approach each other. This important equation, known as the contact value theorem, is always valid so long as there is no interaction between the counterners and the surfaces, i.e., so long as there is no countering adsorption so that the surface charge density remains constant and independent of \( D \).

The contact value theorem is very general and applies to many other types of interactions, for example, to double-layer interactions when electrolyte ions are present in the solution, to solvation interactions where \( \rho_0(D) \) is now the surface concentration of solvent molecules (Chapter 13), to polymer-associated steric and depletion interactions where \( \rho_0(D) \) is the surface concentration of polymeric groups (Chapters 14 and 18), and to undulation, peristaltic and protrusion forces between fluid membranes (Chapter 18). In the case of overlapping double layers, the resulting force is often referred to as the electric or electrostatic double-layer repulsion or force, even though, as we have seen, the repulsion is really due to entropic confinement.

Returning to Eq. (12.17b) the pressure may also be expressed in terms of \( K \), as given by Eq. (12.11), by

\[
P = kT \rho_0 = 2\varepsilon_0 (kT/ze)^2 K^2.
\]

(12.19)

As an example let us apply this result to the worked example of Section 12.5 where for two surfaces with \( \sigma = 0.2 \) C m\(^{-2}\) at \( D = 2 \) nm apart, we found \( K = 1.336 \times 10^9 \) m\(^{-1}\). The repulsive pressure between them is therefore \( 1.7 \times 10^6 \) N m\(^{-2}\), or about 17 atm. Note that this repulsion exceeds by far any possible van der Waals attraction at this separation; for a typical Hamaker constant of \( A \approx 10^{-20} \) J the van der Waals attractive pressure would be only \( A/12\pi D^3 \approx 3 \times 10^4 \) N m\(^{-2}\) or about 0.3 atm.

The above equations have been used successfully to account for the equilibrium spacings of ionic surfactant and lipid bilayers in water (Cowley et al., 1978). Figure 12.5 shows experimental results obtained for the repulsive pressure between charged bilayer surfaces in water (cf. Fig. 10.6h), together with the theoretical curve based on Eq. (12.19). The agreement is very good.
down to $d \approx 2$ nm and shows that the effective charge density of the anionic lipid headgroups is about 1 e per 14 nm$^2$. At smaller distances the measured forces are more repulsive than expected due to the steric-hydration interactions between the thermally mobile hydrophilic headgroups that characterize these surfaces (Chapters 14 and 18). Similar methods have been used to measure the repulsive electrostatic forces between biological membranes in salt solutions (Diederichs et al., 1985).

Repulsive electrostatic forces also control the long-range swelling of clays in water. Most naturally occurring clays are composed of lamellar aluminosilicate sheets about 1 to 2 nm thick whose surfaces dissociate in water giving off Na$^+$, K$^+$, and Ca$^{2+}$ ions, and when placed in water they can swell to more than 10 times their original volume (Norrish, 1954). The swelling of clays is, however, a complex matter and also involves hydration effects at surface separations below about 3 nm (van Olphen, 1977; Pasley and Quirk, 1984; Kjellander et al., 1988).

In the case of charged spherical particles (e.g., latex particles) in water the long-range electrostatic repulsion between them can result in an ordered lattice of particles even when the distance between them is well in excess of their diameter (Takano and Hachisu, 1978). In such systems (cf. Fig. 10.6g) colloidal particles attempt to get as far apart from each other as possible but, being constrained within a finite volume of solution, are forced to arrange themselves into an ordered lattice (for a review see Forsyth et al., 1978).

Parsegian (1966) and Jönsson and Wennerström (1981) extended the above analysis to the interactions between cylindrical and spherical structures, and the results were used to analyse the relative stability of charged surfactant aggregates which form spontaneously in water. Such micellar structures are soft and fluid-like, and they change from being spherical to cylindrical to sheet-like (bilayers) as the amount of water is reduced (see Part III).

12.8 LIMITATIONS OF THE POISSON–BOLTZMANN EQUATION

Like all continuum and mean-field theories the PB equation breaks down at small distances where it no longer faithfully describes the ionic distribution and forces between two surfaces. The following factors come into play at short separations:
**Fig. 12.5.** Measured repulsive pressure between charged bilayer surfaces in water. The bilayers were composed of 90% lecithin, a neutral zwitterionic lipid, and 10% phosphatidylglycerol, a negatively charged lipid. For full ionization, the surface charge density should be one electronic charge per 7 nm², whereas the theoretical line through the experimental points suggests one charge per 14 nm² (i.e., about 50% ionization). Below 2 nm there is an additional repulsion due to 'steric-hydration' forces. (From Cowley et al., 1978, ©1978 American Chemical Society.)

down to D ≈ 2 nm and shows that the effective charge density of the anionic lipid headgroups is about 1e per 14 nm². At smaller distances the measured forces are more repulsive than expected due to the steric-hydration interactions between the thermally mobile hydrophilic headgroups that characterize these surfaces (Chapters 14 and 18). Similar methods have been used to measure the repulsive electrostatic forces between biological membranes in salt solutions (Diederichs et al., 1985).

Repulsive electrostatic forces also control the long-range swelling of clays in water. Most naturally occurring clays are composed of lamellar aluminosilicate sheets about 1 to 2 nm thick whose surfaces dissociate in water giving off Na⁺, K⁺, and Ca²⁺ ions, and when placed in water they can swell to more than 10 times their original volume (Norris, 1954). The swelling of clays is, however, a complex matter and also involves hydration effects at surface separations below about 3 nm (van Olphen, 1977; Pasheley and Quirk, 1984; Kjellander et al., 1988).

In the case of charged spherical particles (e.g., latex particles) in water the long-range electrostatic repulsion between them can result in an ordered lattice of particles even when the distance between them is well in excess of their diameter (Takano and Hachisu, 1978). In such systems (cf. Fig. 10.6g) colloidal particles attempt to get as far apart from each other as possible but, being constrained within a finite volume of solution, are forced to arrange themselves into an ordered lattice (for a review see Forsyth et al., 1978).

Parsegian (1966) and Jönsson and Wennerström (1981) extended the above analysis to the interactions between cylindrical and spherical structures, and the results were used to analyse the relative stability of charged surfactant aggregates which form spontaneously in water. Such micellar structures are soft and fluid-like, and they change from being spherical to cylindrical to sheet-like (bilayers) as the amount of water is reduced (see Part III).

12.8 LIMITATIONS OF THE POISSON–BOLTZMANN EQUATION

Like all continuum and mean-field theories the PB equation breaks down at small distances where it no longer faithfully describes the ionic distribution and forces between two surfaces. The following factors come into play at short separations:
(i) Ion-correlation effects. The mobile counterions in the diffuse double-layer constitute a highly polarizable layer at each interface. These two apposing 'conducting' layers therefore experience an attractive van der Waals force which is not included in the PB equation or the Lifshitz theory. Known as the ion-correlation force (Guldbrand et al., 1984) this attraction becomes significant at small distances (< 4 nm) and it increases with the surface charge density \( \sigma \) and valency \( z \) of the counterions.

In a Monte Carlo study of the ionic density distributions, interaction energies and pressures between planar surfaces, spheres and cylinders, Wennerström et al. (1982) concluded that between surfaces of high charge density the attractive ion-correlation force can reduce the effective double-layer repulsion by 10–15\% if the counterions are monovalent. However, with divalent counterions (e.g., Ca\(^{2+}\)) the ion-correlation attraction was found to exceed the double-layer repulsion—the net force becoming overall attractive—below about 2 nm, even in very dilute electrolyte solutions. Such short-range attractive ion-correlation forces have been measured between highly charged anionic bilayer surfaces in CaCl\(_2\) solutions (Marra, 1986b, c; Kjellander et al., 1988, 1990), and they are believed to be responsible for the strong adhesion or non-swelling of negatively charged clay and bilayer membrane surfaces in the presence of divalent ions (Kjellander et al., 1988; Khan et al., 1985). Their importance in the interactions of colloidal, amphiphilic and biological surfaces have yet to be fully established.

(ii) Finite ion size (steric) effects. This tends to enhance the repulsion between two surfaces. The effect is analogous to the increased (osmotic) pressure of a van der Waals gas due to the finite size (excluded volume) of the gas molecules. The finite sizes of both the counterions and the co-ions contribute to the enhanced repulsion. In the case of the co-ions adsorbed on the surfaces this is simply the steric repulsion between the two overlapping Stern layers (Fig. 12.4).

(iii) Image forces. For counterions in water between two surfaces of lower dielectric constant the image force (Fig. 11.2) contributes an additional repulsion.

(iv) Discreteness of surface charges. Surface charges are discrete and not 'smeared out' as has been implicitly assumed. Discrete ions generally contribute an attractive force, especially if the surface charges are mobile (thereby providing an additional contribution to the ion-correlation force).

(v) Solvation forces. This effect has to do with the solvent rather than the ions (solute). These short-range solvation or hydration forces can be attractive, repulsive or oscillatory, and are fully described in Chapter 13.

Unfortunately, it is not possible to list the relative importance of the above effects. In some cases the short-range forces are dominated by attractive ion-correlation forces, in others by repulsive solvation forces, while in some the forces appear to be well described by continuum theory right down to molecular contact (often because of the fortuitous cancellation of two or more opposing effects).

### 12.9 Thick wetting films

At large distances \( D \) and high surface charge densities \( \sigma \) the value of \( (KD/2) \) in Eq. (12.12) must approach \( \pi/2 \) (i.e., \( K \rightarrow \pi/D \)). In this limit the pressure, Eq. (12.19), therefore becomes

\[
P(D) = 2\varepsilon_0(\pi K T / \varepsilon z)^2 / D^2,
\]

which is known as the Langmuir equation. The Langmuir equation has been used to account for the equilibrium thickness of thick wetting films of water on glass surfaces (Figs 10.6f and 12.6). Here the water–air surface replaces the midplane of Fig. 12.2, so that for a film of thickness \( d = D/2 \), we have

\[
P(d) = -\varepsilon_0(\pi K T / \varepsilon z)^2 / 2d^2,
\]

which is sometimes referred to as the disjoining pressure of a film. This repulsive pressure is entirely analogous to the repulsive van der Waals force across adsorbed liquid films, such as helium (Section 11.6), that causes them to climb up or spread on surfaces. Note, however, that both the magnitude and range of the double-layer repulsion is usually greater than the van der Waals' \( (P \propto 1/d^2 \text{ instead of } P \propto 1/d^4) \). In Section 11.6 we saw that the equilibrium thickness \( d \) of a wetting film is given by one or other of the following equivalent equations

\[
P(d) = -mgH/\nu = (kT/\nu) \log(p/p_{sat}),
\]

where \( H \) is the height of the film above the surface of the bulk liquid, \( \nu \) and \( m \) the molecular volume and mass of the solvent (\( \rho = m/\nu \)), and \( p/p_{sat} \) the relative vapour pressure. Thus, if water condenses on a charged surface from undersaturated vapour, the film thickness, \( d \) will increase to infinity as \( H \) approaches zero or, equivalently, as \( p \) approaches \( p_{sat} \).

Langmuir (1938) first applied Eq. (12.21) to explain why the rise of water up a capillary tube is higher than expected: since the water also wets the inner surface of the capillary the effective radius is smaller than the dry radius and this leads to a higher capillary rise than expected. Derjaguin and Kusakov (1939) measured how the thickness of a water film on a quartz glass surface
(i) Ion-correlation effects. The mobile counterions in the diffuse double-layer constitute a highly polarizable layer at each interface. These two apposing ‘conducting’ layers therefore experience an attractive van der Waals force which is not included in the PB equation or the Lifshitz theory. Known as the ion-correlation force (Guldbrand et al., 1984) this attraction becomes significant at small distances (< 4 nm) and it increases with the surface charge density \( \sigma \) and valency \( z \) of the counterions.

In a Monte Carlo study of the ionic density distributions, interaction energies and pressures between planar surfaces, spheres and cylinders, Wenneerström et al. (1982) concluded that between surfaces of high charge density the attractive ion-correlation force can reduce the effective double-layer repulsion by 10–15% if the counterions are monovalent. However, with divalent counterions (e.g., Ca\(^{2+}\)) the ion-correlation attraction was found to exceed the double-layer repulsion—the net force becoming overall attractive—below about 2 nm, even in very dilute electrolyte solutions. Such short-range attractive ion-correlation forces have been measured between highly charged anionic bilayer surfaces in CaCl\(_2\) solutions (Marra, 1986b, c; Kjellander et al., 1988, 1990), and they are believed to be responsible for the strong adhesion or non-swelling of negatively charged clay and bilayer membrane surfaces in the presence of divalent ions (Kjellander et al., 1988; Khan et al., 1985). Their importance in the interactions of colloidal, amphiphilic and biological surfaces have yet to be fully established.

(ii) Finite ion size (steric) effects. This tends to enhance the repulsion between two surfaces. The effect is analogous to the increased (osmotic) pressure of a van der Waals gas due to the finite size (excluded volume) of the gas molecules. The finite sizes of both the counterions and the co-ions contribute to the enhanced repulsion. In the case of the co-ions adsorbed on the surfaces this is simply the steric repulsion between the two overlapping Stern layers (Fig. 12.4).

(iii) Image forces. For counterions in water between two surfaces of lower dielectric constant the image force (Fig. 11.2) contributes an additional repulsion.

(iv) Discreteness of surface charges. Surface charges are discrete and not smeared out as has been implicitly assumed. Discrete ions generally contribute an attractive force, especially if the surface charges are mobile (thereby providing an additional contribution to the ion-correlation force).

(v) Solvation forces. This effect has to do with the solvent rather than the ions (solute). These short-range solvation or hydration forces can be attractive, repulsive or oscillatory, and are fully described in Chapter 13.

Unfortunately, it is not possible to list the relative importance of the above effects. In some cases the short-range forces are dominated by attractive ion-correlation forces, in others by repulsive solvation forces, while in some the forces appear to be well described by continuum theory right down to molecular contact (often because of the fortuitous cancellation of two or more opposing effects).

12.9 Thick wetting films

At large distances \( D \) and high surface charge densities \( \sigma \) the value of \( (KD/2) \) in Eq. (12.12) must approach \( \pi/2 \) (i.e., \( K \rightarrow \pi/D \)). In this limit the pressure, Eq. (12.19), therefore becomes

\[
P(D) = 2 \sigma e_0 (nkT/ze)^2 / D^2,
\]

which is known as the Langmuir equation. The Langmuir equation has been used to account for the equilibrium thickness of thick wetting films of water on glass surfaces (Figs 10.6f and 12.6). Here the water–air surface replaces the midplane of Fig. 12.2, so that for a film of thickness \( d = D/2 \), we have

\[
P(d) = \varepsilon e_0 (nkT/ze)^2 / 2d^2,
\]

which is sometimes referred to as the disjoining pressure of a film. This repulsive pressure is entirely analogous to the repulsive van der Waals force across adsorbed liquid films, such as helium (Section 11.6), that causes them to climb up or spread on surfaces. Note, however, that both the magnitude and range of the double-layer repulsion is usually greater than the van der Waals' \( P \propto 1/d^4 \) instead of \( P \propto 1/d^2 \). In Section 11.6 we saw that the equilibrium thickness \( d \) of a wetting film is given by one or other of the following equivalent equations

\[
P(d) = -mgH/v = (kT/v) \log(p/p_{sat}),
\]

where \( H \) is the height of the film above the surface of the bulk liquid, \( v \) and \( m \) the molecular volume and mass of the solvent \( (\rho = m/v) \), and \( p/p_{sat} \) the relative vapour pressure. Thus, if water condenses on a charged surface from undersaturated vapour, the film thickness, \( d \) will increase to infinity as \( H \) approaches zero or, equivalently, as \( p \) approaches \( p_{sat} \).

Langmuir (1938) first applied Eq. (12.21) to explain why the rise of water up a capillary tube is higher than expected: since the water also wets the inner surface of the capillary the effective radius is smaller than the dry radius and this leads to a higher capillary rise than expected. Derjaguin and Kusakov (1939) measured how the thickness of a water film on a quartz glass surface
decreased when an air bubble was progressively pressed on the film. The results were in rough agreement with the Langmuir equation. Read and Kitchener (1969) repeated these measurements and again found only rough agreement between theory and experiment: in the range 30–130 nm, the measured film thicknesses were 10–20 nm thicker than expected theoretically. This effect could be accounted for if the water–air interface is negatively charged so that for a given pressure \( P \) the film thickness would indeed be higher than given by Eq. (12.21), which assumes \( \sigma = 0 \) and \( \delta P/\delta x = 0 \) at that interface. More recently, Derjaguin and Churavie (1974), Pasley and Kitchener (1979), and Gee et al. (1990) used the vapour pressure control method to measure the equilibrium film thickness and found that for \( d < 30 \text{ nm} \) the films are much thicker than expected from Eq. (12.22), an effect that has been attributed to either repulsive hydration forces or to the presence of small amounts of soluble contaminants in the films (Pasley, 1980).

12.10 LIMIT OF SMALL SEPARATIONS: CHARGE REGULATION

At small separations, as \( D \to 0 \), it is easy to verify from Eq. (12.12) that \( k^2 \to -\sigma z/\varepsilon_0 kT \) (note that \( \sigma \) and \( z \) must have opposite signs). Thus, the repulsive pressure \( P \) of Eq. (12.19) approaches infinity according to

\[
P(D \to 0) = -2kT/\varepsilon z D.
\]  

(12.23)

From Eqs (12.13) and (12.11) we further find that as \( D \to 0 \) the counterion density profile between the surfaces becomes uniform and equal to

\[
\rho_x \approx \rho_x \approx \rho_0 \approx -\sigma z/\varepsilon z D \quad \text{at all } x.
\]  

(12.24)

Since \(-2\sigma z/\varepsilon z D\) is the number density of counterions in the gap this means that the limiting pressure of Eq. (12.23) is simply the osmotic pressure \( P = \rho kT \) of an ideal gas at the same density as the trapped countercations.

The infinite pressure as \( D \to 0 \) implied by Eq. (12.23) is, of course, unrealistic and arises from the assumption that \( \sigma = \text{constant} \), i.e., that the surfaces remain fully ionized even when there is a very large pressure pushing the countercations back against the surfaces. In practice when two surfaces are finally forced into molecular contact the counterions are forced to redissolve onto their original surface sites. Thus, as \( D \) approaches zero the surface charge density \( \sigma \) also falls, i.e., \( \sigma \) becomes a function of \( D \). This is known as charge regulation. The effect of charge regulation is always to reduce the effective repulsion below that calculated on the assumption of constant surface charge and will be discussed again in Section 12.17.

Note, however, that other effects and forces can also come in at small separations (Section 12.8) and that these can be equally important in determining the forces as \( D \to 0 \).

12.11 CHARGED SURFACES IN ELECTROLYTE SOLUTIONS

It is far more common for charged surfaces or particles to interact across a solution that already contains electrolyte ions (dissociated inorganic salts). In animal fluids, ions are present in concentrations of about 0.2 M, mainly NaCl or KCl with smaller amounts of MgCl\(_2\) and CaCl\(_2\). The oceans have a similar relative composition of these salts but at a higher total concentration, about 0.6 M. Note that even 'pure water' at pH 7 is strictly an electrolyte solution containing \( 10^{-1} \) M of H\(_3\)O\(^+\) and OH\(^-\) ions, which cannot always be ignored. For example, for a charged isolated surface exposed to a solvent containing no added electrolyte ions (only the countercations), Eqs (12.9) and (12.12) readily show that for the isolated surface, for which \( D \to \infty \), we obtain \( K D \to \pi \) and \( \psi \to \infty \). As we shall see, this unrealistic situation is removed as soon as the bulk solvent contains even the minutest concentration of electrolyte ions.

The existence of a bulk 'reservoir' of electrolyte ions has a profound effect not only on the electrostatic potential but also on the force between charged surfaces, and in the rest of this chapter we shall consider this interaction as well as the total interaction potential when the attractive van der Waals force is added. But to understand the double-layer interaction between two surfaces it is necessary first to understand the ionic distribution adjacent to an isolated surface in contact with an electrolyte solution. Consider an isolated surface, or two surfaces far apart, in an aqueous electrolyte (Fig. 12.7). For convenience, we shall put \( x = 0 \) at the surface rather than at the midplane. Now, all the fundamental equations derived in the previous sections are applicable to solutions containing different types of ions \( i \) (of valency \( \pm z_i \)) so long as this is taken into account by expressing the net charge density at any point \( x \) as \( \Sigma \epsilon_i \rho_{xi} \) and the total ionic concentration (number density) as \( \Sigma \rho_{xi} \). Thus, Eq. (12.2) for the Boltzmann distribution of ions \( i \) at \( x \) now becomes

\[
\rho_{xi} = \rho_{xi} \exp(-z_i \psi/kT)
\]  

(12.25)
decreased when an air bubble was progressively pressed on the film. The results were in rough agreement with the Langmuir equation. Read and Kitchener (1969) repeated these measurements and again found only rough agreement between theory and experiment: in the range 30–130 nm, the measured film thicknesses were 10–20 nm thicker than expected theoretically. This effect could be accounted for if the water–air interface is negatively charged so that for a given pressure \( P \) the film thickness would indeed be higher than given by Eq. (12.21), which assumes \( \sigma = 0 \) and \( \delta \phi / \delta x = 0 \) at that interface. More recently, Derjaguin and Churaev (1974), Passley and Kitchener (1979), and Gee et al. (1990) used the vapour pressure control method to measure the equilibrium film thickness and found that for \( d < 30 \) nm the films are much thicker than expected from Eq. (12.22), an effect that has been attributed to either repulsive hydration forces or to the presence of small amounts of soluble contaminants in the films (Passley, 1980).

12.10 LIMIT OF SMALL SEPARATIONS: CHARGE REGULATION

At small separations, as \( D \to 0 \), it is easy to verify from Eq. (12.12) that

\[
K = -\sigma z e / kT D
\]

and from Eqs. (12.13) and (12.11) we further find that as \( D \to 0 \) the counterion density profile between the surfaces becomes uniform and equal to

\[
\rho_x \approx \rho_s \approx \rho_0 \approx -2\sigma / ze D\quad \text{at all } x.
\]

Since \(-2\sigma / ze D\) is the number density of counterions in the gap this means that the limiting pressure of Eq. (12.23) is simply the osmotic pressure \( P = \rho kT \) of an ideal gas at the same temperature as the trapped counterions.

The infinite pressure as \( D \to 0 \) implied by Eq. (12.23) is, of course, unrealistic and arises from the assumption that \( \sigma = \) constant, i.e., that the surfaces remain fully ionized even when there is a very large pressure pushing the counterions back against the surfaces. In practice, when two surfaces are finally forced into molecular contact the counterions are forced to readsort onto their original surface sites. Thus, as \( D \) approaches zero the surface charge density \( \sigma \) also falls, i.e., \( \sigma \) becomes a function of \( D \). This is known as charge regulation. The effect of charge regulation is always to reduce the effective repulsion below that calculated on the assumption of constant surface charge and will be discussed again in Section 12.17.

Note, however, that other effects and forces can also come in at small separations (Section 12.8) and that these can be equally important in determining the forces as \( D \to 0 \).

12.11 CHARGED SURFACES IN ELECTROLYTE SOLUTIONS

It is far more common for charged surfaces or particles to interact across a solution that already contains electrolyte ions (dissociated inorganic salts). In animal fluids, ions are present in concentrations of about 0.2 M, mainly NaCl or KCl with smaller amounts of MgCl₂ and CaCl₂. The oceans have a similar relative composition of these salts but at a higher total concentration, about 0.6 M. Note that even 'pure water' at pH 7 is strictly an electrolyte solution containing \( 10^{-7} \) M of \( H_3O^+ \) and \( OH^- \) ions, which cannot always be ignored. For example, for a charged isolated surface exposed to a solvent containing no added electrolyte ions (only the counterions), Eqs (12.9) and (12.12) readily show that for the isolated surface, for which \( D \to \infty \), we obtain \( KD \to \pi \) and \( \psi_0 \to \infty \). As we shall see, this unrealistic situation is removed as soon as the bulk solvent contains even the minutest concentration of electrolyte ions.

The existence of a bulk 'reservoir' of electrolyte ions has a profound effect not only on the electrostatic potential but also on the force between charged surfaces, and in the rest of this chapter we shall consider this interaction as well as the total interaction potential when the attractive van der Waals force is added. But to understand the double-layer interaction between two surfaces it is necessary first to understand the ionic distribution adjacent to an isolated surface in contact with an electrolyte solution. Consider an isolated surface, or two surfaces far apart, in an aqueous electrolyte (Fig. 12.7). For convenience, we shall put \( x = 0 \) at the surface rather than at the midplane. Now, all the fundamental equations derived in the previous sections are applicable to solutions containing different types of ions \( i \) (of valency \( \pm z_i \)) so long as this is taken into account by expressing the net charge density at any point \( x \) as \( \Sigma \varepsilon_i e \rho_{ni} \) and the total ionic concentration (number density) as \( \Sigma \rho_{ni} \). Thus, Eq. (12.2) for the Boltzmann distribution of ions \( i \) at \( x \) now becomes

\[
\rho_{ni} = \rho_{ni} e^{-\varepsilon_i e \phi_i / kT}
\]
Na\(^+\)Cl\(^-\) + Ca\(^{2+}\)Cl\(^-\), etc., we may write

\[
\begin{align*}
[H^+]_x &= [H^+]_\infty e^{-\psi_x/kT}, \\
[Na^+]_x &= [Na^+]_\infty e^{-\psi_x/kT}, \\
[Ca^{2+}]_x &= [Ca^{2+}]_\infty e^{-2\psi_x/kT}, \\
[Cl^-]_x &= [Cl^-]_\infty e^{\psi_x/kT},
\end{align*}
\]

(12.27)

where [Na\(^+\)], etc., are expressed in some convenient concentration unit such as M (1 M = 1 mol dm\(^{-3}\) and corresponds to a number density of \(\rho = 6.022 \times 10^{26} \text{ m}^{-3}\)).

12.12 The Graeame Equation

Let us now find the total concentration of ions at an isolated surface of charge density \(\sigma\). From Eq. (12.8) this is immediately given by

\[
\sum_i \rho_{oi} = \sum_i \rho_{oi} + \sigma^2/2e\varepsilon_0 kT \quad \text{(in number per m}^2\text{).}
\]

(12.28)

Thus, for \(\sigma = 0.2 \text{ C m}^{-2}\) (corresponding to one electronic charge per 0.8 nm\(^2\) or 80 \(\text{Å}^2\)) at 25°C, we find \(\sigma^2/2e\varepsilon_0 kT = 7.0 \times 10^{32} \text{ m}^{-3} = 11.64 \text{ M}\). For a 1:1 electrolyte such as NaCl, the surface concentration of ions in this case is

\[
\begin{align*}
[Na^+]_0 + [Cl^-]_0 &= 11.64 + [Na^+]_\infty + [Cl^-]_\infty = 11.64 + 2[Na^+]_\infty = 11.64 + 2[NaCl],
\end{align*}
\]

(12.29)

while for a 2:1 electrolyte such as CaCl\(_2\),

\[
\begin{align*}
[Ca^{2+}]_0 + [Cl^-]_0 &= 11.64 + [Ca^{2+}]_\infty + [Cl^-]_\infty = 11.64 + 3[Ca^{2+}]_\infty = 11.64 + 3[CaCl_2],
\end{align*}
\]

where [NaCl] and [CaCl\(_2\)] are the bulk molar concentrations of the salts. The ions at the surface are, of course, mainly the counterions (e.g., Na\(^+\) or Ca\(^{2+}\) at a negatively charged surface) and their excess concentration at the surface over that in the bulk is seen to be
Na\(^+\)Cl\(^-\) + Ca\(^{2+}\)Cl\(^-\), etc., we may write:

\[
[H^+]_x = [H^+]_\infty e^{-\phi_x/kT}, \quad [H^+]_0 = [H^+]_\infty e^{-\phi_0/kT},
\]

\[
[Na^+]_x = [Na^+]_\infty e^{-\phi_x/kT}, \quad [Na^+]_0 = [Na^+]_\infty e^{-\phi_0/kT},
\]

\[
[Ca^{2+}]_x = [Ca^{2+}]_\infty e^{-2\phi_x/kT}, \quad [Ca^{2+}]_0 = [Ca^{2+}]_\infty e^{-2\phi_0/kT},
\]

\[
[Cl^-]_x = [Cl^-]_\infty e^{\phi_x/kT}, \quad [Cl^-]_0 = [Cl^-]_\infty e^{\phi_0/kT},
\]

(12.27)

where \([Na^+]\), etc., are expressed in some convenient concentration unit such as M (1 M = 1 mol dm\(^{-3}\) and corresponds to a number density of \(\rho = 6.022 \times 10^{26} \text{ m}^{-3}\)).

### 12.12 The Grahame Equation

Let us now find the total concentration of ions at an isolated surface of charge density \(\sigma\). From Eq. (12.8) this is immediately given by

\[
\sum_i \rho_{oi} = \sum_i \rho_{ai} + \sigma^2/2\varepsilon_0 kT \quad \text{(in number per m}^2\text{).} \tag{12.28}
\]

Thus, for \(\sigma = 0.2 \text{ C m}^{-2}\) (corresponding to one electronic charge per 0.8 \(\text{nm}^2\) or 80 \(\AA^2\) at 25°C, we find \(\sigma^2/2\varepsilon_0 kT = 7.0 \times 10^{27} \text{ m}^{-3} = 11.64 \text{ M}\). For a 1:1 electrolyte such as NaCl, the surface concentration of ions in this case is

\[
[Na^+]_0 + [Cl^-]_0 = 11.64 + [Na^+]_\infty + [Cl^-]_\infty = 11.64 + 2[Na^+]_\infty
\]

\[= 11.64 + 2[NaCl], \tag{12.29}\]

while for a 2:1 electrolyte such as CaCl\(_2\),

\[
[Ca^{2+}]_0 + [Cl^-]_0 = 11.64 + [Ca^{2+}]_\infty + [Cl^-]_\infty = 11.64 + 3[Ca^{2+}]_\infty
\]

\[= 11.64 + 3[CaCl_2], \]

where \([NaCl]\) and \([CaCl_2]\) are the bulk molar concentrations of the salts. The ions at the surface are, of course, mainly the counterions (e.g., Na\(^+\) or Ca\(^{2+}\) at a negatively charged surface) and their excess concentration at the surface over that in the bulk is seen to be
(i) dependent solely on the surface charge density \( \sigma \) (i.e., independent of the bulk electrolyte concentration), and
(ii) of magnitude sufficient to balance much of the surface charge (cf. Sections 12.4 and 12.14).

We may now find the relation between the surface charge density \( \sigma \) and the surface potential \( \psi_0 \). Incorporating Eq. (12.26) into Eq. (12.28) we obtain for the case of a mixed NaCl + CaCl\(_2\) electrolyte:

\[
\sigma^2 = 2\varepsilon_0 kT \left( \sum_i \rho_{\text{oi}} - \sum_i \rho_{\text{ai}} \right)
\]

\[= 2\varepsilon_0 kT \left( [Na^+]_o e^{-e\psi_0/kT} + [Ca^{2+}]_o e^{-2e\psi_0/kT} + [Cl^-]_o e^{e\psi_0/kT} - [Na^+]_o - [Ca^{2+}]_o - [Cl^-]_o \right) \]

On further noting that \( [Cl^-]_o = [Na^+]_o + 2[Ca^{2+}]_o \), the above becomes

\[
\sigma^2 = 2\varepsilon_0 kT \left( [Na^+]_o (e^{-e\psi_0/kT} + e^{e\psi_0/kT} - 2) + [Ca^{2+}]_o (e^{-2e\psi_0/kT} + 2e^{e\psi_0/kT} - 3) \right)
\]

so that finally

\[
\sigma = \sqrt{2\varepsilon_0 kT \sin h(e\psi_0/2kT)} \left( [Na^+]_o + [Ca^{2+}]_o (2e^{e\psi_0/kT}) \right)^{1/2}
\]

\[= 0.117 \sin h(e\psi_0/51.4) \left( [NaCl] + [CaCl_2] (2e^{e\psi_0/25.7}) \right)^{1/2} \] (12.30)

at 25°C, where the concentrations \([NaCl] = [Na^+]_o\) and \([CaCl_2] = [Ca^{2+}]_o\) are in M, \( \psi_0 \) in mV, and \( \sigma \) in C m\(^{-2}\) (1 C m\(^{-2}\) corresponds to one electronic charge per 0.16 nm\(^2\) or 16 Å\(^2\)). Eq. (12.30) allows us to calculate \( \psi_0 \) once \( \sigma \) is known, from which the individual ionic concentrations at each surface \( \rho_{\text{oi}} \) can be obtained using Eqs (12.26) or (12.27). We shall now consider some implications of this important equation, known as the Grahame equation.

### 12.13 SURFACE CHARGE AND POTENTIAL IN THE PRESENCE OF MONOVALENT IONS

For an aqueous 1:1 electrolyte solution such as NaCl against a negatively charged surface of \( \sigma = -0.2 \text{ C m}^{-2} \), we obtain the potentials shown in the middle column of Table 12.1. Note that for no electrolyte we obtain an infinite potential which is unrealistic; a pure liquid such as water will always contain some dissociated ions. It is for this reason that we did not consider an isolated surface in the absence of bulk electrolyte ions in Section 12.5. From Table 12.1 we find that at constant surface charge density the surface potential falls progressively as the electrolyte concentration rises. From the tabulated values of \( \psi_0 \) we can determine the ionic concentrations at the surface using Eq. (12.27). For example, in 10\(^{-7}\) M 1:1 electrolyte, where \( \psi_0 \approx -477.1 \text{ mV}, \) we obtain 10\(^{-7}\) \times e\(^{-477.1/25.7}\) \approx 11.64 M for the counterions, and 10\(^{-7}\) \times e\(^{-477.1/25.7}\) \approx 10\(^{-15}\) M for the co-ions. In 1 M, where \( \psi_0 = -670 \text{ mV}, \) we obtain 13.57 M and 0.07 M for the counterions and co-ions, respectively, each 13.64 M. As expected, the total concentration of all the ions at the surface agrees exactly with that given by Eq. (12.29).

In most cases neither \( \sigma \) nor \( \psi_0 \) remains constant as the solution conditions change. This is because ionizable surface sites are rarely fully dissociated but are partially neutralized by the binding of specific ions from the solution. Such ions are often referred to as exchangeable ions, in contrast to those inert ions that do not bind to the surface. For example, if only protons can bind to a negatively charged surface, the equilibrium condition at the surface is given by the familiar mass action equation (Payens, 1955). Thus, for the reaction

\[
S^- + H^+ \leftrightarrow SH
\]

at the surface, (12.31)

we may express the proton concentration at the surface as \([H^+]_o\), the concentration or surface density of negative (dissociated) surface sites as \([S^-]_o\), and the density of neutral (undissociated) sites as \([SH]_o\). \([S^-]_o\) is
dependent solely on the surface charge density \( \sigma \) (i.e., independent of the bulk electrolyte concentration), and

(ii) of magnitude sufficient to balance much of the surface charge (cf. Sections 12.4 and 12.14).

We may now find the relation between the surface charge density \( \sigma \) and the surface potential \( \psi_0 \). Incorporating Eq. (12.26) into Eq. (12.28) we obtain for the case of a mixed NaCl + CaCl\(_2\) electrolyte:

\[
\sigma^2 = 2\varepsilon \varepsilon_0 k T \left( \sum_i \rho_{oi} - \sum_i \rho_{ei} \right) \\
= 2\varepsilon \varepsilon_0 k T \left[ [Na^+]_o e^{-e\psi_0/kT} + [Ca^{2+}]_o e^{-2e\psi_0/kT} + [Cl^-]_o e^{+e\psi_0/kT} \\
- [Na^+]_o - [Ca^{2+}]_o - [Cl^-]_o \right].
\]

On further noting that \([Cl^-]_o = [Na^+]_o + 2[Ca^{2+}]_o\), the above becomes

\[
\sigma^2 = 2\varepsilon \varepsilon_0 k T \left[ [Na^+]_o (e^{-e\psi_0/kT} + e^{+e\psi_0/kT} - 2) + [Ca^{2+}]_o (e^{-2e\psi_0/kT} + 2e^{+e\psi_0/kT} - 3) \right],
\]

so that finally

\[
\sigma = \sqrt{2\varepsilon \varepsilon_0 k T} \sinh(e\psi_0/2kT) \left[ [Na^+]_o + [Ca^{2+}]_o (2 + e^{-e\psi_0/kT}) \right]^{1/2}
\]

\[
= 0.117 \sinh(e\psi_0/51.4) \left[ [NaCl]_o + [CaCl_2]_o (2 + e^{-e\psi_0/25.7}) \right]^{1/2} (12.30)
\]

at 25°C, where the concentrations \([NaCl] = [Na^+]_o\) and \([CaCl_2] = [Ca^{2+}]_o\) are in M, \(\psi_0\) in mV, and \(\sigma\) in C m\(^{-2}\) (1 C m\(^{-2}\) corresponds to one electronic charge per 0.16 nm\(^2\) or 16 Å\(^2\)). Eq. (12.30) allows us to calculate \(\psi_0\) once \(\sigma\) is known, from which the individual ionic concentrations at each surface \(\rho_{oi}\) can be obtained using Eqs (12.26) or (12.27). We shall now consider some implications of this important equation, known as the Grahame equation.

### 12.13 SURFACE CHARGE AND POTENTIAL IN THE PRESENCE OF MONOVALENT IONS

For an aqueous 1:1 electrolyte solution such as NaCl against a negatively charged surface of \(\sigma = -0.2\) C m\(^{-2}\), we obtain the potentials shown in the middle column of Table 12.1. Note that for no electrolyte we obtain an infinite potential which is unrealistic; a pure liquid such as water will always contain some dissociated ions. It is for this reason that we did not consider an isolated surface in the absence of bulk electrolyte ions in Section 12.5. From Table 12.1 we find that at constant surface charge density the surface potential falls progressively as the electrolyte concentration rises. From the tabulated values of \(\psi_0\) we can determine the ionic concentrations at the surface using Eq. (12.27). For example, in 10\(^{-7}\) M 1:1 electrolyte, where \(\psi_0 \approx -477.1\) mV, we obtain \(10^{-7} \times e^{-477.1/25.7} \approx 11.64\) M for the counterions, and \(10^{-7} \times e^{-477.1/25.7} \approx 10^{-15}\) M for the co-ions. In 1 M, where \(\psi_0 = -670\) mV, we obtain 13.57 M and 0.07 M for the counterions and co-ions, respectively, which total 13.64 M. As expected, the total concentration of all the ions at the surface agrees exactly with that given by Eq. (12.29).

In most cases neither \(\sigma\) nor \(\psi_0\) remains constant as the solution conditions change. This is because ionizable surface sites are rarely fully dissociated but are partially neutralized by the binding of specific ions from the solution. Such ions are often referred to as exchangeable ions, in contrast to those inert ions that do not bind to the surface. For example, if only protons can bind to a negatively charged surface, the equilibrium condition at the surface is given by the familiar mass action equation (Payens, 1955). Thus, for the reaction

\[
S^- + H^+ \leftrightarrow SH
\]

at the surface, (12.31)

we may express the proton concentration at the surface as \([H^+]_o\), the concentration or surface density of negative (dissociated) surface sites as \([S^-]_o\), and the density of neutral (undissociated) sites as \([SH]_o\). [S\(^-\)]\(_o\) is
related to $\sigma$ via $\sigma = -e[S^-]_0$. The surface dissociation constant $K_d$ for the above 'reaction' is defined by

$$K_d = \frac{[S^-]_0[H^+]_0}{[SH]_0} = \frac{\sigma_0^2}{\sigma_0(1-\alpha)} = \frac{\alpha}{(1-\alpha)} \frac{[H^+]_0}{[S^-]_0} e^{-\psi_0/kT},$$

(12.32)

where $\sigma_0$ is the maximum possible charge density (i.e., if all the sites were dissociated) and $\alpha$ is the fraction of sites actually dissociated. Thus, if half the sites are dissociated at $[H^+]_0 = 10^{-4} \text{ M}$, we have $K_d = [H^+]_0 = 10^{-4} \text{ M}$, which may be quoted in $\text{pK}$ units ($\text{pK} = -\log_{10}[H^+]_0 = 4.0$ in this case). Some people prefer to describe reactions at surfaces in terms of an association or reaction constant, $K_s$, defined by $K_s = 1/K_d$.

For a mixed 1:1 electrolyte of NaCl + HCl, Eq. (12.33) can be combined with the Grahame equation to give

$$\sigma = \sigma_0 \alpha = \sigma_0 K_d([K_d/[HCl)]e^{-\psi_0/25.7})$$

$$= 0.117 \sinh(\psi_0/51.4 \sqrt{[\text{NaCl}]/[\text{HCl}]},$$

(12.34)

in which both $\sigma$ and $\psi_0$ can now be totally determined in terms of the maximum charge density $\sigma_0$ and dissociation constant $K_d$ (assuming that there is no binding of Na$^+$ ions). It is clear from the above that if $K_d$ is very large (high surface charge, weak binding of protons) then $\sigma \approx \sigma_0 \approx \text{constant}$, and we obtain the earlier result for the case of fixed surface charge density. However, if $K_d$ takes on a more typical value, the effect can be quite dramatic. For example, if $K_d = 10^{-4} \text{ M}$, then for a surface of $\sigma_0 = -0.2 \text{ Cm}^{-2}$ in a 0.1 M NaCl bulk solution at pH 7 we find $\psi_0 = -118 \text{ mV}$ and $\alpha = 0.91$, i.e., the protons have neutralized 9% of the surface site, and $\psi_0$ is not very different from the value in the absence of protons (see Table 1.1). But at pH 5 we obtain $\psi_0 = -73 \text{ mV}$ and $\alpha = 0.36$, i.e., only 36% of the sites now remain dissociated even though the bulk concentration of HCl is a mere 0.01% of the NaCl concentration. Under such conditions the proton is referred to as a potential determining ion. Thus, both $\psi_0$ and $\sigma$ will vary as the salt concentration or pH is changed, but the surface will always remain negatively charged.

More generally, a surface may contain both anionic (e.g., acidic) and cationic (e.g., basic) groups to which various cations and anions can bind. Such surfaces are known as amphoteric, and the competitive adsorption of ions to them can be analysed by assigning a binding constant to each ion type, and then incorporating these into the Grahame equation (Healy and White, 1978; Chan et al., 1980a). The charge density of amphoteric surfaces (e.g., protein surfaces) can be negative or positive depending on the electrolyte conditions. At the isoelectric point (ipe) or point of zero charge (pzc) there are as many negative charges as positive charges so that the mean surface charge density is zero ($\sigma = 0$), though it is well to remember that there may still be patches of high local charge density.

12.14 EFFECT OF DIVALENT IONS

The presence of divalent cations has a dramatic effect on the surface potential and counterion distribution at a negatively charged surface. For example, if all the NaCl solutions of Table 1.1 also contain 3 x 10^{-2} \text{ M} CaCl$_2$, the Grahame equation gives the potentials shown in the last column. We see that even at constant surface charge density, relatively small amounts of divalent ions substantially lower the magnitude of $\psi_0$, in fact, about 100 times more effectively than increasing the concentration of monovalent salt. Indeed, $\psi_0$ is determined solely by the divalent cations once their concentration is greater than about 3% of the monovalent ion concentration, and for 2:1 electrolyte concentrations above a few mM, typical surface potentials are well below -100 mV irrespective of the 1:1 electrolyte concentration.

Further, even when the bulk concentration of Ca$^{2+}$ is much smaller than that of Na$^+$ the surface may have a much higher local concentration of Ca$^{2+}$. For example, in 100 mM NaCl + 3 mM CaCl$_2$ where $\psi_0 = -100 \text{ mV}$ (Table 1.1) the concentration of Ca$^{2+}$ at the surface is $[Ca^{2+}]_0 \approx 3 \times 10^{-6} e^{-200/25.7} \approx 7 \text{ M}$ compared to $[Na^+]_0 \approx 0.1 e^{+100/25.7} \approx 5 \text{ M}$.

At such high surface concentrations (of doubly charged ions) divalent ions often bind chemically to negative surface sites, thereby lowering $\sigma$ and reducing $\psi_0$, even further, and it is not unusual for surfaces to be completely neutralized ($\sigma \to 0$, $\psi_0 \to 0$) in the presence of mM amounts of Ca$^{2+}$. In the case of trivalent ions such as La$^{3+}$, bulk concentrations in excess of 10^{-3} M can neutralize a negatively charged surface and even lead to charge reversal, wherein the cations continue to adsorb onto a surface that is already net positively charged (see Problem 3.2).

As in the case of monovalent ion binding, the effect of divalent ion binding can be dealt with quantitatively by incorporating the appropriate binding constants into the Grahame equation (Healy and White, 1978; McLaughlin et al., 1981), and when many different ionic species (e.g., Ca$^{2+}$, H$^+$) compete for binding sites the variation of $\psi_0$ and $\sigma$ with electrolyte concentration and pH can be quite complex. In most cases ion binding tends to lower both $\sigma$
related to $\sigma$ via $\sigma = -e[S^-]_0$. The surface dissociation constant $K_d$ for the above "reaction" is defined by

$$K_d = \frac{[S^-]_0[H^+]_0}{[SH]_0}$$

(12.32)

$$= \frac{\sigma_0 \alpha}{\sigma_0 (1 - \alpha)} [H^+]_0 = \frac{\alpha}{(1 - \alpha)} [H^+]_0 e^{-\psi_0/\kappa T}$$

(12.33)

where $\sigma_0$ is the maximum possible charge density (i.e., if all the sites were dissociated) and $\alpha$ is the fraction of sites actually dissociated. Thus, if half the sites are dissociated at $[H^+]_0 = 10^{-4}$ M, we have $K_d = [H^+]_0 = 10^{-4}$ M, which may be quoted in $\text{pK}$ units ($\text{pK} = -\log_{10} [H^+]_0 = 4.0$ in this case).

Some people prefer to describe reactions at surfaces in terms of an association or reaction constant, $K_s$, defined by $K_s = 1/K_d$.

For a mixed 1:1 electrolyte of NaCl + HCl, Eq. (12.33) can be combined with the Grahame equation to give

$$\sigma = \sigma_0 \alpha = \sigma_0 K_d + [\text{HCl}] e^{-\psi_0/25.7}$$

$$= 0.117 \sinh(\psi_0 / 51.4) \sqrt{[\text{NaCl}] + [\text{HCl}]}$$

(12.34)

in which both $\sigma$ and $\psi_0$ can now be totally determined in terms of the maximum charge density $\sigma_0$ and dissociation constant $K_d$ (assuming that there is no binding of Na$^+$ ions). It is clear from the above that if $K_d$ is very large (high surface charge, weak binding of protons) then $\sigma \approx \sigma_0 \approx$ constant, and we obtain the earlier result for the case of fixed surface charge density. However, if $K_d$ takes on a more typical value, the effect can be quite dramatic. For example, if $K_d = 10^{-4}$ M, then for a surface of $\sigma_0 = -0.2$ Cm$^{-2}$ in a 0.1 M NaCl bulk solution at pH 7 we find $\psi_0 = -118$ mV and $\alpha = 0.91$, i.e., the protons have neutralized 9% of the surface site, and $\psi_0$ is not very different from the value in the absence of protons (see Table 12.1). But at pH 5 we obtain $\psi_0 = -73$ mV and $\alpha = 0.36$, i.e., only 36% of the sites now remain dissociated even though the bulk concentration of HCl is a mere 0.01% of the NaCl concentration. Under such conditions the proton is referred to as a potential determining ion. Thus, both $\psi_0$ and $\sigma$ will vary as the salt concentration or pH is changed, but the surface will always remain negatively charged.

More generally, a surface may contain both anionic (e.g., acidic) and cationic (e.g., basic) groups to which various cations and anions can bind. Such surfaces are known as amphoteric, and the competitive adsorption of ions to them can be analysed by assigning a binding constant to each ion type, and then incorporating these into the Grahame equation (Healy and White, 1978; Chan et al., 1980). The charge density of amphoteric surfaces (e.g., protein surfaces) can be negative or positive depending on the electrolyte conditions. At the isoelectric point (iep) or point of zero charge (pzc) there are as many negative charges as positive charges so that the mean surface charge density is zero ($\sigma = 0$), though it is well to remember that there may still be patches of high local charge density.

12.14 EFFECT OF Divalent IONS

The presence of divalent cations has a dramatic effect on the surface potential and counterion distribution at a negatively charged surface. For example, if all the NaCl solutions of Table 12.1 also contain 3 x 10$^{-3}$ M CaCl$_2$, the Grahame equation gives the potentials shown in the last column. We see that even at constant surface charge density, relatively small amounts of divalent ions substantially lower the magnitude of $\psi_0$, in fact, about 100 times more effectively than increasing the concentration of monovalent salt. Indeed, $\psi_0$ is determined solely by the divalent cations once their concentration is greater than about 3% of the monovalent ion concentration, and for 2:1 electrolyte concentrations above a few mM, typical surface potentials are well below -100 mV irrespective of the 1:1 electrolyte concentration.

Further, even when the bulk concentration of Ca$^{2+}$ is much smaller than that of Na$^+$ the surface may have a much higher local concentration of Ca$^{2+}$. For example, in 100 mM NaCl + 3 mM CaCl$_2$ where $\psi_0 = -100$ mV (Table 12.1) the concentration of Ca$^{2+}$ at the surface is [Ca$^{2+}$]$_0 \approx 3 \times 10^{-8} e^{+200/25.7} \approx 7$ M compared to [Na$^+$]$_0 \approx 0.1 e^{+100/25.7} \approx 5$ M.

At such high surface concentrations of (doubly charged ions) divalent ions often bind chemically to negative surface sites, thereby lowering $\sigma$ and reducing $\psi_0$ even further, and it is not unusual for surfaces to be completely neutralized ($\sigma \rightarrow 0, \psi_0 \rightarrow 0$) in the presence of mM amounts of Ca$^{2+}$. In the case of trivalent ions such as La$^{3+}$, bulk concentrations in excess of 10$^{-3}$ M can neutralize a negatively charged surface and even lead to charge reversal, wherein the cations continue to adsorb onto a surface that is already net positively charged (see Problem 3.2).

As in the case of monovalent ion binding, the effect of divalent ion binding can be dealt with quantitatively by incorporating the appropriate binding constants into the Grahame equation (Healy and White, 1978; McLaughlin et al., 1981), and when many different ionic species (e.g., Ca$^{2+}, H^+$) compete for binding sites the variation of $\psi_0$ and $\sigma$ with electrolyte concentration and pH can be quite complex. In most cases ion binding tends to lower both $\sigma$
and $\psi_0$ as the concentrations of these ions increase, and we may anticipate that such effects lead to a substantial reduction in the repulsive double-layer forces between surfaces.

### 12.15 The Debye Length

For low potentials, below about 25 mV, the Grahame equation simplifies to

$$\sigma = \varepsilon_0 \kappa \psi_0,$$

(12.35)

where

$$\kappa = \left( \sum \rho_{ai} e^2 z_i^2 / \varepsilon_0 k T \right)^{1/2} \text{m}^{-1}. \quad (12.36)$$

Thus, the potential becomes proportional to the surface charge density. Equation (12.35) is the same as Eq. (12.14) for a capacitor whose two plates are separated by a distance $1/\kappa$, have charge densities $\pm \sigma$, and potential difference $\psi_0$. This analogy with a charged capacitor gave rise to the name *diffuse electric double layer* for describing the ionic atmosphere near a charged surface, whose characteristic length or “thickness” is known as the Debye length, $1/\kappa$.

The magnitude of the Debye length depends solely on the properties of the liquid and not on any property of the surface such as its charge or potential. At 25°C the Debye length of aqueous solutions is

$$\frac{1}{\kappa} = \begin{cases} \frac{0.304}{\sqrt{[\text{NaCl}]} \text{ nm}} & \text{for 1:1 electrolytes (e.g., NaCl)} \\ \frac{0.176}{\sqrt{[\text{CaCl}_2]} \text{ nm}} & \text{for 2:1 and 1:2 electrolytes} \\ \frac{0.152}{\sqrt{[\text{MgSO}_4]} \text{ nm}} & \text{for 2:2 electrolytes (e.g., MgSO}_4) \end{cases} \quad (12.37)$$

For example, for NaCl solution, $1/\kappa = 30.4 \text{ nm at } 10^{-4} \text{ M, 9.6 nm at 1 mM, 0.96 nm at 0.1 M, and 0.3 nm at 1 M}$. In totally pure water at pH 7, the Debye length is 960 nm, or about 1 $\mu$m.

### 12.16 Variation of Potential and Ionic Concentrations Away from a Charged Surface

The potential gradient at any distance $x$ from an isolated surface is given by Eq. (12.7):

$$\sum \rho_{ai} = \sum \rho_{ai} + \frac{\varepsilon_0}{2kT} \left( \frac{d\psi}{dx} \right) |_x. \quad (12.38)$$

For a 1:1 electrolyte this gives

$$d\psi/dx = \sqrt{8kT\rho_{ai}/\varepsilon_0} \sin h(\psi_0/2kT),$$

which may be readily integrated using the integral \( \int \text{csch}\,X \, dX = \log \tan h(X/2) \) to yield

$$\psi_x = \frac{2kT}{e} \log \left[ \frac{1 + ye^{-\psi_x}}{1 - ye^{-\psi_x}} \right] \approx \frac{4kT}{e} \gamma e^{-\psi_x}, \quad (12.39)$$

where

$$\gamma = \tan h(\psi_0/4kT) \approx \tan h(\psi_0(mV)/103). \quad (12.40)$$

This is known as the *Gouy–Chapman* theory. For high potentials $\gamma \to 1$, while for low potentials, Eq. (12.39) reduces to the so-called *Debye–Hückel equation*

$$\psi_x \approx \psi_0 e^{-\psi_x}, \quad (12.41)$$

where again the Debye length $1/\kappa$ appears as the characteristic decay length of the potential (see Verwey and Overbeek, 1948, and Hiemenz, 1977, for a fuller discussion of the Gouy–Chapman and Debye–Hückel theories).

The above equations apply to *symmetrical* 1:1 electrolytes, such as NaCl. Equations that apply to *asymmetrical* electrolytes, e.g., 2:1 and 1:2 electrolytes such as CaCl_2, have been derived by Grahame (1953). These are more complicated than Eq. (12.39) but for low $\psi_0$ they all reduce to $\psi_x = \psi_0 e^{-\psi_x}$.

We now have all the equations needed for computing the ionic distributions away from a charged surface. For a 1:1 electrolyte, this is given by inserting Eq. (12.39) into Eq. (12.25) or (12.27). Figure 12.8 shows the variation of $\psi_x$ and $\rho_x$ for a 0.1 M 1:1 electrolyte, together with a Monte Carlo simulation for comparison. Note how the counterion density approaches the bulk value much faster than would be indicated by the Debye length. Indeed, for such
and $\psi_0$ as the concentrations of these ions increase, and we may anticipate that such effects lead to a substantial reduction in the repulsive double-layer forces between surfaces.

### 12.15 The Debye Length

For low potentials, below about 25 mV, the Grahame equation simplifies to

$$\sigma = \varepsilon_0 \varepsilon_0 \kappa \psi_0,$$  \hspace{1cm} (12.35)

where

$$\kappa = \left( \sum_i \rho_{at_i} e z_i^2 / \varepsilon_0 k T \right)^{1/2} \text{m}^{-1}. \hspace{1cm} (12.36)$$

Thus, the potential becomes proportional to the surface charge density. Equation (12.35) is the same as Eq. (12.14) for a capacitor whose two plates are separated by a distance $1/\kappa$, have charge densities $\pm \sigma$, and potential difference $\psi_0$. This analogy with a charged capacitor gave rise to the name *diffuse electric double layer* for describing the ionic atmosphere near a charged surface, whose characteristic length or “thickness” is known as the Debye length, $1/\kappa$.

The magnitude of the Debye length depends solely on the properties of the liquid and not on any property of the surface such as its charge or potential.

At 25°C the Debye length of aqueous solutions is

$$1/\kappa = \begin{cases} 0.304 / \sqrt{[\text{NaCl}]} \text{ nm} & \text{for 1:1 electrolytes (e.g., NaCl)} \\ 0.176 / \sqrt{[\text{CaCl}_2]} \text{ nm} & \text{for 2:1 and 1:2 electrolytes (e.g., CaCl}_2 \text{ and Na}_2 \text{SO}_4) } \\ 0.152 / \sqrt{[\text{MgSO}_4]} \text{ nm} & \text{for 2:2 electrolytes (e.g., MgSO}_4) \end{cases}$$

(12.37)

For example, for NaCl solution, $1/\kappa = 30.4$ nm at $10^{-4}$ M, 9.6 nm at 1 mM, 0.96 nm at 0.1 M, and 0.3 nm at 1 M. In totally pure water at pH 7, the Debye length is 960 nm, or about 1 $\mu$m.

### 12.16 Variation of Potential and Ionic Concentrations Away from a Charged Surface

The potential gradient at any distance $x$ from an isolated surface is given by Eq. (12.7):

$$\sum_i \rho_{at_i} = \sum_i \rho_{at_i} + \frac{\varepsilon_0}{2kT} \left( \frac{d\psi}{dx} \right)^2. \hspace{1cm} (12.38)$$

For a 1:1 electrolyte this gives

$$\frac{d\psi}{dx} = \sqrt{8kT \rho_{at_i} / \varepsilon_0} \sin h(e\psi_0/2kT),$$

which may be readily integrated using the integral \(\int \cosh x \, dx = \log \tanh(X/2)\) to yield

$$\psi_x = \frac{2kT}{e} \log \left[ \frac{1 + y \gamma^{-x}}{1 - y \gamma^{-x}} \right] \approx \frac{4kT}{e} \gamma \gamma^{-x}, \hspace{1cm} (12.39)$$

where

$$\gamma = \tan h(e\psi_0/4kT) \approx \tan h[\psi_0(mV)/103]. \hspace{1cm} (12.40)$$

This is known as the *Gouy–Chapman* theory. For high potentials $\gamma \to 1$, while for low potentials, Eq. (12.39) reduces to the so-called *Debye–Hückel* equation

$$\psi_x \approx \psi_0 e^{-\gamma x}, \hspace{1cm} (12.41)$$

where again the Debye length $1/\kappa$ appears as the characteristic decay length of the potential (see Verwey and Overbeek, 1948, and Hienmement, 1977, for a fuller discussion of the Gouy–Chapman and Debye–Hückel theories).

The above equations apply to *symmetrical* 1:1 electrolytes, such as NaCl. Equations that apply to *asymmetrical* electrolytes, e.g., 2:1 and 1:2 electrolytes such as CaCl$_2$, have been derived by Grahame (1953). These are more complicated than Eq. (12.39) but for low $\psi_0$ they all reduce to $\psi_x = \psi_0 e^{-\gamma x}$.

We now have all the equations needed for computing the ionic distributions away from a charged surface. For a 1:1 electrolyte, this is given by inserting Eq. (12.39) into Eq. (12.25) or (12.27). Figure 12.8 shows the variation of $\psi_x$ and $\rho_x$ for a 0.1 M 1:1 electrolyte, together with a Monte Carlo simulation for comparison. Note how the counterion density approaches the bulk value much faster than would be indicated by the Debye length. Indeed, for such
12.17 The Electrostatic Double-Layer Interaction Between Charged Surfaces in Electrolyte

The interaction pressure between two identically charged surfaces in an electrolyte solution (Fig. 12.9) can be derived quite simply as follows. First, from Section 12.7 we note that at any point \( x \) the pressure \( P_x(D) \) is given by

\[
P_x(D) - P_x(\infty) = -\frac{1}{2} \varepsilon_0 \left[ \left( \frac{d\psi}{dx} \right)_{x=0}^2 - \left( \frac{d\psi}{dx} \right)_{x=\infty}^2 \right] + kT \sum_i \rho_{si}(D) - \rho_{si}(\infty). \tag{12.42}
\]

Second, from Eq. (12.7) we have

\[
\sum_i \rho_{si} = \sum_i \rho_{mi} + \varepsilon_0 \frac{d\psi}{dx} \tag{12.43}
\]
12.17 The Electrostatic Double-Layer Interaction Between Charged Surfaces in Electrolyte

The interaction pressure between two identically charged surfaces in an electrolyte solution (Fig. 12.9) can be derived quite simply as follows. First, from Section 12.7 we note that at any point x the pressure $P_x(D)$ is given by

$$P_x(D) - P_x(\infty) = -\frac{1}{2} \varepsilon_0 \left[ \left( \frac{d\psi}{dx} \right)_{x(0)}^2 \right]$$

$$+ kT \sum_i \rho_{si}(D) - \sum_i \rho_{si}(\infty).$$

(12.42)

Second, from Eq. (12.7) we have

$$\sum_i \rho_{si} = \sum_i \rho_{mi} + \frac{\varepsilon_0}{2kT} \left( \frac{d\psi}{dx} \right)^2.$$

(12.43)
for any $D$ including $D = \infty$, where $\Sigma \rho_{\text{mol}}$ is the total ionic concentration at the midplane, at $x = \frac{x}{D}$. Incorporating Eq. (12.43) into Eq. (12.42), and again putting $P_x(D = \infty) = 0$, yields

$$P_x(D) = kT \left[ \sum_i \rho_{\text{mol}}(D) - \sum_i \rho_{\text{mol}}(\infty) \right]$$

(12.44)

which as before is the uniform pressure across the gap (independent of position $x$) acting on the electrolyte ions and on the surfaces. The above result is essentially the same as Eq. (12.17) and shows that $P$ is simply the excess osmotic pressure of the ions in the midplane over the bulk pressure. Since $\Sigma \rho_{\text{mol}}(\infty)$ is known from the bulk electrolyte concentration the problem reduces to finding the midplane concentration of ions $\rho_{\text{mol}}(D)$ when $D$ is finite, and it is here that certain assumptions have to be made to obtain an analytic result (Verwey and Overbeek, 1948). For a 1:1 electrolyte such as NaCl, Eq. (12.44) may be written as

$$P = kT \rho_m \left[ (e^{-\psi_m/kT} - 1) + (e^{+\psi_m/kT} - 1) \right] \approx e^2 \psi_m^2 \rho_m / kT;$$

cations anions

(12.45)

which assumes that the midplane potential $\psi_m$ (not the surface potential $\psi_0$) is small. If we further assume that $\psi_m$ is simply the sum of the potentials from each surface at $x = \frac{x}{D}$ as previously derived for an isolated surface, then Eq. (12.39) gives $\psi_m \approx (8kT/e)e^{-\sigma R/2}$. Inserting this into Eq. (12.45) gives the final result for the repulsive pressure between two planar surfaces:

$$P = 64\pi kT \rho_m \sigma^2 e^{-\psi_0} = (1.59 \times 10^8)[\text{NaCl}] \sigma^2 e^{-\psi_0} \text{ N m}^{-2}.$$  

(12.46)

where we note that $\gamma = \tan h(ze \psi_0/4kT)$ can never exceed unity. The above equation is known as the weak overlap approximation for the interaction between two similar surfaces at constant potential. See Problem 12.3 for the case of two surfaces with unequal surface potentials.

The interaction free energy per unit area corresponding to the above pressure is obtained by a simple integration with respect to $D$, and gives

$$W = (64\pi kT \rho_m \gamma^2 / \kappa) e^{-\psi_0}$$

(12.47)

$$= 0.0482[\text{NaCl}]^{1/2} \tan h^2[\psi_0(mV/103)] e^{-\psi_0} \text{ J m}^{-2} \text{ (for } z = 1)$$

$$= 0.0211[\text{CaCl}_2]^{1/2} \tan h^2[2\psi_0(mV/103)] e^{-\psi_0} \text{ J m}^{-2} \text{ (for } z = 2)$$

where in the above equations the concentrations [NaCl] and [CaCl$_2$] are in M and the values are for aqueous solutions at 298 K.

Using the Derjaguin approximation, Eq. (10.18), we may immediately write the expression for the force $F$ between two spheres of radius $R$ as $F = \pi RW$, from which the interaction free energy is obtained by a further integration:

$$W = (64\pi kT \rho_m \gamma^2 / \kappa^2) e^{-\psi_0} = 4.61 \times 10^{-11} R \gamma^2 e^{-\psi_0} \text{ J} \text{ (for } z = 1).$$

(12.48)

We see therefore that the double-layer interaction between surfaces or particles decays exponentially with distance. The characteristic decay length is the Debye length.

At low surface potentials, below about 25 mV, all the above equations simplify to the following. For two planar surfaces,

$$P \approx 2\varepsilon_0 \kappa^2 \psi_0^2 e^{-\psi_0} = 2\sigma^2 e^{-\psi_0}/\varepsilon_0 \text{ (per unit area)}$$

(12.49)

and

$$W \approx 2\varepsilon_0 \kappa^2 \psi_0^2 e^{-\psi_0} = 2\sigma^2 e^{-\psi_0}/\kappa \varepsilon_0 \text{ (per unit area),}$$

(12.50)

while for two spheres of radius $R$,

$$F \approx 2\pi R \varepsilon_0 \kappa \psi_0 \sigma^2 e^{-\psi_0} = 2\pi R \sigma^2 e^{-\psi_0}/\varepsilon_0 \text{ (for } z = 1).$$

(12.51)

and

$$W \approx 2\pi R \varepsilon_0 \kappa \psi_0 \sigma^2 e^{-\psi_0} = 2\pi R \sigma^2 e^{-\psi_0}/\varepsilon_0 \text{ (for } z = 2).$$

(12.52)

In the above $\psi_0$ and $\sigma$ are related by $\sigma = \varepsilon_0 \kappa \psi_0$, which, as we have seen, is valid for low potentials. These four equations are quite useful because they are valid for all electrolytes, whether 1:1, 2:1, 2:2, 3:1, or even mixtures, so long as the appropriate Debye lengths are used as given by Eqs (12.36) and (12.37). Thus, they are particularly suitable when divalent ions are present since the surface charge and potential is often low due to ion binding.

All the expressions so far derived for the interactions of two double layers are accurate only for surface separations beyond about one Debye length. At smaller separations one must resort to numerical solutions of the Poisson–Boltzmann equation to obtain the exact interaction potential (Verwey and Overbeek, 1948; Honig and Mul, 1971) for which there are no simple expressions. In addition there is the question of charge regulation at small separations, i.e., does the surface charge density remain constant as
for any \( D \) including \( D = \infty \), where \( \Sigma \rho_{\text{mol}} \) is the total ionic concentration at the midplane, at \( x = \frac{1}{2} D \). Incorporating Eq. (12.43) into Eq. (12.42), and again putting \( P_x(D = \infty) = 0 \), yields

\[
P_x(D) = kT \left[ \sum_i \rho_{\text{mol}}(D) - \sum_i \rho_{\text{mol}}(\infty) \right] \tag{12.44}
\]

which as before is the uniform pressure across the gap (independent of position \( x \)) acting on the electrolyte ions and on the surfaces. The above result is essentially the same as Eq. (12.17) and shows that \( P \) is simply the excess osmotic pressure of the ions in the midplane over the bulk pressure. Since \( \Sigma \rho_{\text{mol}}(\infty) \) is known from the bulk electrolyte concentration the problem reduces to finding the midplane concentration of ions \( \rho_{\text{mol}}(D) \) when \( D \) is finite, and it is here that certain assumptions have to be made to obtain an analytic result (Verwey and Overbeek, 1948). For a 1:1 electrolyte such as NaCl, Eq. (12.44) may be written as

\[
P = kT\rho_m \left[ (e^{-e\phi_m/kT} - 1) + (e^{+e\phi_m/kT} - 1) \right] \approx e^2\psi_m^2 \rho_m / kT, \tag{12.45}
\]

cations \quad \text{anions}

which assumes that the midplane potential \( \psi_m \) (not the surface potential \( \psi_0 \)) is small. If we further assume that \( \psi_m \) is simply the sum of the potentials from each surface at \( x = \frac{1}{2} D \) as previously derived for an isolated surface, then Eq. (12.39) gives \( \psi_m \approx (8kTg/e) e^{-\Delta g/2} \). Inserting this into Eq. (12.45) gives the final result for the repulsive pressure between two planar surfaces:

\[
P = 64kT\rho_m y^2 e^{-\Delta g/2} = (1.59 \times 10^9) [\text{NaCl}]_2 e^{-\Delta g/2} \text{ N m}^{-2}, \tag{12.46}
\]

where we note that \( y = \tan \left( \frac{2e\psi_m}{4kT} \right) \) can never exceed unity. The above equation is known as the weak overlap approximation for the interaction between two similar surfaces at constant potential. See Problem 12.3 for the case of two surfaces with unequal surface potentials.

The interaction free energy per unit area corresponding to the above pressure is obtained by a simple integration with respect to \( D \), and gives

\[
W = (64kT\rho_m y^2 / \kappa) e^{-\Delta g/2} \tag{12.47}
\]

\[
= 0.0482 [\text{NaCl}]^{1/2} \tan \left( \frac{2e\psi_0 (mV)/103}{4kT} \right) e^{-\Delta g/2} \text{ J m}^{-2} \quad \text{(for } z = 1) \]

\[
= 0.0211 [\text{CaCl}_2]^{1/2} \tan \left( \frac{2e\psi_0 (mV)/103}{4kT} \right) e^{-\Delta g/2} \text{ J m}^{-2} \quad \text{(for } z = 2) \]

where in the above equations the concentrations [NaCl] and [CaCl\(_2\)] are in M and the values are for aqueous solutions at 298 K.

Using the Derjaguin approximation, Eq. (10.18), we may immediately write the expression for the force \( F \) between two spheres of radius \( R \) as

\[
F = \frac{\pi R W}{d} \tag{12.48}
\]

\[
= 6.4 \times 10^{-11} R^2 g e^{-\Delta g/2} \text{ kg m}^{-3} \text{ J} (\text{for } z = 1).
\]

We see therefore that the double-layer interaction between surfaces or particles decays exponentially with distance. The characteristic decay length is the Debye length.

At low surface potentials, below about 25 mV, all the above equations simplify to the following. For two planar surfaces,

\[
P \approx 2\varepsilon_0 \kappa^2 \psi_m^2 e^{-\Delta g/2} = 2\sigma^2 e^{-\Delta g/2}/\varepsilon_0 \tag{12.49}
\]

and

\[
W \approx 2\varepsilon_0 \kappa^2 \psi_m^2 e^{-\Delta g/2} = 2\sigma^2 e^{-\Delta g/2}/\varepsilon_0 \tag{12.50}
\]

while for two spheres of radius \( R \),

\[
F \approx 2\pi R \varepsilon_0 \kappa^2 \psi_0^2 e^{-\Delta g/2} = 2\pi R \sigma^2 e^{-\Delta g/2}/\varepsilon_0 \tag{12.51}
\]

and

\[
W \approx 2\pi R \varepsilon_0 \kappa^2 \psi_0^2 e^{-\Delta g/2} = 2\pi R \sigma^2 e^{-\Delta g/2}/\varepsilon_0 \tag{12.52}
\]

In the above \( \psi_0 \) and \( \sigma \) are related by \( \sigma = \varepsilon_0 \kappa \psi_0 \), which, as we have seen, is valid for low potentials. These four equations are quite useful because they are valid for all electrolytes, whether 1:1, 2:1, 2:2, 3:1, or even mixtures, so long as the appropriate Debye lengths are used as given by Eqs (12.36) and (12.37). Thus, they are particularly suitable when divalent ions are present since the surface charge and potential is often low due to ion binding.

All the expressions so far derived for the interactions of two double layers are accurate only for surface separations beyond about one Debye length. At smaller separations one must resort to numerical solutions of the Poisson–Boltzmann equation to obtain the exact interaction potential (Verwey and Overbeek, 1948; Honig and Mul, 1971) for which there are no simple expressions. In addition there is the question of charge regulation at small separations, i.e., does the surface charge density remain constant as
two surfaces come close together, or do some of the counterions bind to the surfaces thereby reducing $\sigma$. This affects the form of the interaction potential. At large distances, beyond $1/\kappa$, the question does not arise, and the interaction pressures and energies are well described by Eqs. (12.46)–(12.48), where $\psi_0$ and $\sigma$ are the values appropriate for the isolated surfaces (at $D = \infty$). But at progressively smaller separations, as the counterion concentration at each surface increases, specific ion binding can occur as discussed earlier.

If there is no binding, the surface charge density $\sigma$ will remain constant, and in the limit of small $D$ the number density of monovalent counterions between the two surfaces will approach a uniform value of $2\sigma/eD$. Thus, from Eq. (12.44) the limiting pressure in this case is

$$P(D \to 0) = kT \sum_i \rho_{mi} = -2\sigma kT/zeD$$  \hfill (12.53)$$

and

$$W(D \to 0) = (-2\sigma kT/ze) \log D + \text{constant}$$  \hfill (12.54)$$

that is, as $D \to 0$ the pressure and the energy become infinite. Note that this is the same limiting pressure as in the case of no bulk electrolyte (counterions only), obtained in Eq. (12.23), and results purely from the limiting osmotic pressure of the ‘trapped’ counterions. Indeed, this is an part of even more general rule for surfaces of constant charge which states that in the (ideal) limit of small $D$, all double-layer forces tend towards the osmotic limit, $P \to \rho kT$, where $\rho$ is the number density of counterions remaining in the gap which is independent of the bulk electrolyte concentration.

If there is counterion binding as $D$ decreases, $P$ falls below this limit, and the Poisson–Boltzmann equation must now be solved self-consistently by including the dissociation constants of the adsorbing ions (Section 12.13). The computations have been described by Ninham and Parsegian (1971), and a simple numerical algorithm has been given by Chan et al. (1976, 1980b).

The two main effects of a charge-regulating interaction can be summarized qualitatively as follows (see also Healy et al., 1980):

(i) if counterions adsorb as two surfaces approach each other the strength of the double-layer interaction is always less than that occurring at constant surface charge (Le Châtelier’s principle), and

(ii) in general, the interaction potential will lie between two limits, the upper one corresponding to the interaction at constant surface charge and the lower at constant surface potential.

---

**Fig. 12.10.** Repulsive double-layer interaction energy for two planar surfaces in a 1:1 electrolyte. (Exact solution kindly computed by M. Scully, R. Pashley and L. White based on Ninham and Parsegian, 1971.) $\psi_0$ is the potential of the isolated surfaces and $C$ the electrolyte concentration in $M$, which is related to the Debye length by $1/\kappa = 0.304/\sqrt{C}$ nm. Theoretically, the double-layer interaction must lie between the constant-charge and constant-potential limits.  \hfill \begin{align*} \psi_0 \text{ (mV)} \\
\infty & \quad 150 \\
125 & \quad 100 \\
75 & \quad 50 \\
25 & \quad 25 \end{align*} \hfill \text{Distance (kD)}

This is illustrated in Figs 12.10 and 12.11, which show the double-layer interaction potentials of two planar surfaces in 1:1 and 1:2 electrolytes. The curves are based on exact numerical solutions and show the theoretical limits of the constant charge and constant potential interaction in each case. The figure may be used for reading off the interaction energy of any 1:1 or 2:1 electrolyte at any desired concentration $C$, and surface separation $D$. This is because the energy scales with $\sqrt{C}$ and the distance scales with the Debye length, $1/\kappa$. The constant potential curves of Fig. 12.10 compare reasonably well with the approximate expressions of Eq. (12.47) even at small separations, and especially when $\psi_0$ is between 50 and 100 mV. However, the accurately computed constant charge interaction is always well above that predicted by the approximate expression at small separations. Approximate expressions for interactions at constant surface charge have been derived by Gregory (1973).

For two surfaces of different charge densities or potentials the interaction energy can have a maximum at some finite distance, usually below $1/\kappa$, i.e., the surfaces can attract each other at small separations. Approximate equations for the interactions of two surfaces of unequal but constant
two surfaces come close together, or do some of the counterions bind to the surfaces thereby reducing \( \sigma \). This affects the form of the interaction potential. At large distances, beyond \( 1/\kappa \), the question does not arise, and the interaction pressures and energies are well described by Eqs. (12.46)–(12.48), where \( \psi_0 \) and \( \sigma \) are the values appropriate for the isolated surfaces (at \( D = \infty \)). But at progressively smaller separations, as the counterion concentration at each surface increases, specific ion binding can occur as discussed earlier.

If there is no binding, the surface charge density \( \sigma \) will remain constant, and in the limit of small \( D \) the number density of monovalent counterions between the two surfaces will approach a uniform value of \( 2\sigma/eD \). Thus, from Eq. (12.44) the limiting pressure in this case is

\[
P(D \to 0) = kT \sum_i \rho_{mi} = -2kT/zeD \tag{12.53}
\]

and

\[
W(D \to 0) = (-2kT/ze) \log D + \text{constant} \tag{12.54}
\]

that is, as \( D \to 0 \) the pressure and the energy become infinite. Note that this is the same limiting pressure as in the case of no bulk electrolyte (counterions only), obtained in Eq. (12.23), and results purely from the limiting osmotic pressure of the 'trapped' counterions. Indeed, this is part of an even more general rule for surfaces of constant charge which states that in the (ideal) limit of small \( D \), all double-layer forces tend towards the osmotic limit, \( P \to kT \rho \), where \( \rho \) is the number density of counterions remaining in the gap which is independent of the bulk electrolyte concentration.

If there is counterion binding as \( D \) decreases, \( P \) falls below this limit, and the Poisson–Boltzmann equation must now be solved self-consistently by including the dissociation constants of the adsorbing ions (Section 12.13). The computations have been described by Ninham and Parsegian (1971), and a simple numerical algorithm has been given by Chan et al. (1976, 1980b).

The two main effects of a charge-regulating interaction can be summarized qualitatively as follows (see also Healy et al., 1980):

(i) if counterions adsorb as two surfaces approach each other the strength of the double-layer interaction is always less than that occurring at constant surface charge (Le Chatelier's principle), and

(ii) in general, the interaction potential will lie between two limits, the upper one corresponding to the interaction at constant surface charge and the lower at constant surface potential.

---

This is illustrated in Figs 12.10 and 12.11, which show the double-layer interaction potentials of two planar surfaces in 1:1 and 1:2 electrolytes. The curves are based on exact numerical solutions and show the theoretical limits of the constant charge and constant potential interaction in each case. The figure may be used for reading off the interaction energy of any 1:1 or 2:1 electrolyte at any desired concentration \( C \), and surface separation \( D \). This is because the energy scales with \( \sqrt{C} \) and the distance scales with the Debye length, \( 1/\kappa \). The constant potential curves of Fig. 12.10 compare reasonably well with the approximate expressions of Eq. (12.47) even at small separations, and especially when \( \psi_0 \) is between 50 and 100 mV. However, the accurately computed constant charge interaction is always well above that predicted by the approximate expression at small separations. Approximate expressions for interactions at constant surface charge have been derived by Gregory (1973).

For two surfaces of different charge densities or potentials the interaction energy can have a maximum at some finite distance, usually below \( 1/\kappa \), i.e., the surfaces can attract each other at small separations. Approximate equations for the interactions of two surfaces of unequal but constant...
interactions (i.e., $W \propto -1/D^4$), whereas the double-layer interaction energy remains finite or rises much more slowly as $D \to 0$. Figure 12.12 shows schematically the various types of interaction potentials that can occur between two surfaces or colloid particles under the combined action of these two forces. Depending on the electrolyte concentration and surface charge density or potential one of the following may occur:

(i) For highly charged surfaces in dilute electrolyte (i.e., long Debye length), there is a strong long-range repulsion that peaks at some distance, usually between 1 and 4 nm, at the energy barrier. This is illustrated in Fig. 12.12a.

(ii) In more concentrated electrolyte solutions there is a significant secondary minimum, usually beyond 3 nm, before the energy barrier (Fig. 12.12, upper inset). The potential energy minimum at contact is known as the primary minimum. For a colloidal system, even though the thermodynamically equilibrium state may be with the particles in contact in the deep primary minimum, the energy barrier may be too high for the particles to overcome during any reasonable time period. When this happens, the particles will either sit in the weaker secondary minimum or remain totally dispersed in the solution. In the latter case the colloid is referred to as being kinetically stable (as opposed to thermodynamically stable).

(iii) For surfaces of low charge density or potential, the energy barrier will always be much lower (Fig. 12.12c). This leads to slow aggregation, known as coagulation or flocculation. Above some concentration of electrolyte, known as the critical coagulation concentration, the energy barrier falls below the $W = 0$ axis (Fig. 12.12d) and the particles then coagulate rapidly. The colloid is now referred to as being unstable.

(iv) As the surface charge or potential approaches zero the interaction curve approaches the pure van der Waals curve, and two surfaces now attract each other strongly at all separations (Fig. 12.12e).

The sequence of phenomena described above can be described quantitatively (see Worked Example below) and it forms the basis of the celebrated DLVO theory of colloidal stability, after Derjaguin and Landau (1941), and Verwey and Overbeek (1948). See also Shaw (1970), Hiemenz (1977), and Hunter (1989).

The main factor inducing two surfaces to come into adhesive contact in a primary minimum is the lowering of their surface potential or charge, brought about by increased ion binding and/or increased screening of the double-layer repulsion by increasing the salt concentration. However, if the surface charge remains high on raising the salt concentration, two surfaces...
interaction (i.e., $W \propto -1/D^n$), whereas the double-layer interaction energy remains finite or rises much more slowly as $D \to 0$. Figure 12.12 shows schematically the various types of interaction potentials that can occur between two surfaces or colloidal particles under the combined action of these two forces. Depending on the electrolyte concentration and surface charge density or potential one of the following may occur:

(i) For highly charged surfaces in dilute electrolyte (i.e., long Debye length), there is a strong long-range repulsion that peaks at some distance, usually between 1 and 4 nm, at the energy barrier. This is illustrated in Fig. 12.12a.

(ii) In more concentrated electrolyte solutions there is a significant secondary minimum, usually beyond 3 nm, before the energy barrier (Fig. 12.12, upper inset). The potential energy minimum at contact is known as the primary minimum. For a colloidal system, even though the thermodynamically equilibrium state may be with the particles in contact in the deep primary minimum, the energy barrier may be too high for the particles to overcome during any reasonable time period. When this happens, the particles will either sit in the weaker secondary minimum or remain totally dispersed in the solution. In the latter case the colloid is referred to as being kinetically stable (as opposed to thermodynamically stable).

(iii) For surfaces of low charge density or potential, the energy barrier will always be much lower (Fig. 12.12c). This leads to slow aggregation, known as coagulation or flocculation. Above some concentration of electrolyte, known as the critical coagulation concentration, the energy barrier falls below the $W = 0$ axis (Fig. 12.12d) and the particles then coagulate rapidly. The colloid is now referred to as being unstable.

(iv) As the surface charge or potential approaches zero the interaction curve approaches the pure van der Waals curve, and two surfaces now attract each other strongly at all separations (Fig. 12.12e).

The sequence of phenomena described above can be described quantitatively (see Worked Example below) and it forms the basis of the celebrated DLVO theory of colloidal stability, after Derjaguin and Landau (1941), and Verwey and Overbeek (1948). See also Shaw (1970), Hiemenz (1977), and Hunter (1989).

The main factor inducing two surfaces to come into adhesive contact in a primary minimum is the lowering of their surface potential or charge, brought about by increased ion binding and/or increased screening of the double-layer repulsion by increasing the salt concentration. However, if the surface charge remains high on raising the salt concentration, two surfaces...
can still adhere to each other, but in a secondary minimum, where the adhesion is much weaker and easily reversible.

It is clear that one must have a fairly good idea of the charging process occurring at a surface before attempting to understand its double-layer interactions and the stability of colloidal dispersions, as the following example shows.

**WORKED EXAMPLE**

**Question:** For a number of colloidal systems it is found that the critical coagulation concentration varies with the inverse sixth power of the valency \( z \) of the electrolyte counterions, i.e., \( \rho_{\infty}(\text{c.c.c.}) \propto 1/z^6 \). Is this empirical observation, known as the *Schultz–Hardy rule*, consistent with the DLVO theory?

**Answer:** The total DLVO interaction potential between two spherical particles interacting at constant potential is

\[
W(D) = (64\pi kT \rho_{\infty} \gamma^2 / \kappa^2) e^{-\kappa D} - AR/6D. \tag{12.55}
\]

By definition (see Fig. 12.12d), the critical coagulation concentration occurs when both \( W = 0 \), and \( dW/dD = 0 \). The first condition leads to

\[
\kappa^2 / \rho_{\infty} = 384 \pi k T D \gamma^2 e^{-\kappa D} / A,
\]

while the second condition leads to \( \kappa D = 1 \), which shows that the potential maximum occurs at \( D = \kappa^{-1} \) (the Debye length). Inserting this into the above equation leads to

\[
\kappa^3 / \rho_{\infty} = 768 \pi k T \gamma^2 e^{-1} / A,
\]

i.e.,

\[
\kappa^6 / \rho_{\infty}^2 \propto (T \gamma^2 / A)^3.
\]

Now, since \( \kappa^6 \propto \rho_{\infty} z^2 / e T \), the above equation implies that

\[
z^6 \rho_{\infty} \propto e^3 T \gamma^4 / A^2, \tag{12.56}
\]

which is a constant if \( \gamma \) is constant, a condition that holds at high surface potentials (\( \psi_0 > 100 \text{ mV} \)) where \( \gamma = 1 \) (see Eq. (12.40)). In this limit, therefore,
can still adhere to each other, but in a secondary minimum, where the adhesion is much weaker and easily reversible.

It is clear that one must have a fairly good idea of the charging process occurring at a surface before attempting to understand its double-layer interactions and the stability of colloidal dispersions, as the following example shows.

**WORKED EXAMPLE**

**Question:** For a number of colloidal systems it is found that the critical coagulation concentration varies with the inverse sixth power of the valency \( z \) of the electrolyte counterions, i.e., \( \rho_c \propto 1/z^6 \). Is this empirical observation, known as the *Schulz–Hardy rule*, consistent with the DLVO theory?

**Answer:** The total DLVO interaction potential between two spherical particles interacting at constant potential is

\[
W(D) = (64\pi kT \rho_c \gamma^2 / \kappa^2)e^{-\kappa D} - AR/6D. \tag{12.55}
\]

By definition (see Fig. 12.12d), the critical coagulation concentration occurs when both \( W = 0 \) and \( dW/dD = 0 \). The first condition leads to

\[
\kappa^2 / \rho_c = 384\pi kT \gamma^2 e^{-\kappa D} / A,
\]

while the second condition leads to \( \kappa D = 1 \), which shows that the potential maximum occurs at \( D = \kappa^{-1} \) (the Debye length). Inserting this into the above equation leads to

\[
\kappa^3 / \rho_c = 768\pi kT \gamma^2 e^{-1} / A,
\]

i.e.,

\[
\kappa^6 / \rho_c \propto (T \gamma^2 / A)^3.
\]

Now, since \( \kappa \propto \rho_c \propto \gamma^2 / eT \), the above equation implies that

\[
z^6 \rho_c \propto e^3 T \gamma^4 / A^2, \tag{12.56}
\]

which is a constant if \( \gamma \) is constant, a condition that holds at high surface potentials (\( \psi_0 > 100 \text{ mV} \)) where \( \gamma = 1 \) (see Eq. (12.40)). In this limit, therefore,
the critical coagulation concentrations do indeed scale as $\rho_\infty \propto 1/z^6$. For example, if coagulation occurs at $1$ M with a 1:1 electrolyte, it will occur at $1/2$ M with a 2:2 electrolyte (or divalent counterions), and at $1/3$ M with a 3:3 electrolyte (or trivalent counterions). Thus the Schultz-Hardy rule is consistent with the DLVO theory.

But wait. If it is not unreasonable to assume high surface potentials in divalent and trivalent electrolyte solutions? Let us investigate the case of low potentials. Here we have $\gamma \approx 2\psi_0/T$, so that Eq. (12.56) now becomes

$$z^2\rho_\infty \propto e^2 T \psi_0^2 / A^2,$$

which is constant if $\psi_0$ remains constant. Thus for low but constant potentials we obtain a modified form of the Schultz-Hardy rule: $\rho_\infty \propto 1/z^2$.

In real systems the surface potential is neither high nor constant, but usually falls to quite low values as the valancy of the electrolyte counterions increases. For example, if $\psi_0 \propto 1/z$, then for low potentials we now obtain: $\rho_\infty \propto \psi_0^2 / z^2 \propto 1/z^6$, which brings us back to the Schultz-Hardy rule. Clearly the DLVO theory can be applied in more ways than one to explain the Schultz-Hardy rule.

12.19 EXPERIMENTAL MEASUREMENTS OF DOUBLE-LAYER AND DLVO FORCES

Figure 12.13 shows experimental results of direct force measurements between two mica surfaces in dilute 1:1 and 2:1 electrolyte solutions where the Debye length is large, thereby allowing accurate comparison with theory to be made at distances much smaller than the Debye length. The theoretical DLVO force laws are shown by the continuous curves. The agreement is remarkably good at all separations, even down to 2% of $\kappa^{-1}$, and indicates that the DLVO theory is basically sound. One may also conclude that the dielectric constant of water must be the same as the bulk value even at surface separations as small as 2 nm, since otherwise significant deviations from theory would have occurred (Hammerius et al., 1978, showed that the dielectric constant of water remains unchanged even for 1 nm films). The surface potentials $\psi_0$ inferred from the magnitude of the double-layer forces agree within 10 mV with those measured independently on isolated mica surfaces by the method of electrophoresis (Lyons et al., 1981). Further, the surface charge density corresponding to these potentials is typically 1 e per 60 nm$^2$. Thus, at separations below about 8 nm the surfaces are actually closer to each other than the mean distance between the surface charges, and yet the

Fig. 12.13. Measured double-layer and van der Waals forces between two curved mica surfaces of radius $R$ (~1 cm) in water and in dilute $\sim 10^{-4}$ M KNO$_3$ and $\sim 10^{-4}$ M Ca(NO$_3$)$_2$ solutions. The continuous curves are the theoretical DLVO forces (using a Hamaker constant of $A = 2.2 \times 10^{-21}$ J) showing the constant charge and constant potential limits. Theoretically, we expect the interactions to fall between these two limits. (Note that for this geometry the Derjaguin approximation gives $F/R = 2\kappa W$, where $W$ is the corresponding interaction energy per unit area between two planar surfaces, as plotted in Figs 12.10 and 12.11.) The inset in the lower part of the figure is the measured force in concentrated 0.1 M KNO$_3$ showing the emergence of a secondary minimum. (From Israelachvili and Adams, 1978; Pashley, 1981a; Israelachvili, 1982.)
the critical coagulation concentrations do indeed scale as \( \rho_{\infty} \propto 1/z^6 \). For example, if coagulation occurs at 1 M with a 1:1 electrolyte, it will occur at \( \frac{1}{2} \) M with a 2:2 electrolyte (or divalent counterions), and at \( \frac{1}{3} \) M with a 3:3 electrolyte (or trivalent counterions). Thus the Schultz–Hardy rule is consistent with the DLVO theory.

But wait. Is it not unreasonable to assume high surface potentials in divalent and trivalent electrolyte solutions? Let us investigate the case of low potentials. Here we have \( \gamma \propto z\psi_0/T \), so that Eq. (12.56) now becomes

\[
\gamma \propto \varepsilon^3 \frac{T}{2} \frac{\psi_0^2}{A^2},
\]

(12.57)

which is constant if \( \psi_0 \) remains constant. Thus for low but constant potentials we obtain a modified form of the Schultz–Hardy rule: \( \rho_{\infty} \propto 1/z^2 \).

In real systems the surface potential is neither high nor constant, but usually falls to quite low values as the valency of the electrolyte counterions increases. For example, if \( \psi_0 \propto 1/z \), then for low potentials we now obtain: \( \rho_{\infty} \propto \psi_0^2/z^2 \propto 1/z^6 \), which brings us back to the Schultz–Hardy rule. Clearly the DLVO theory can be applied in more ways than one to explain the Schultz–Hardy rule.

### 12.19 Experimental Measurements of Double-Layer and DLVO Forces

Figure 12.13 shows experimental results of direct force measurements between two mica surfaces in dilute 1:1 and 2:1 electrolyte solutions where the Debye length is large, thereby allowing accurate comparison with theory to be made at distances much smaller than the Debye length. The theoretical DLVO force laws are shown by the continuous curves. The agreement is remarkably good at all separations, even down to 2% of \( \kappa^{-1} \), and indicates that the DLVO theory is basically sound. One may also conclude that the dielectric constant of water must be the same as the bulk value even at surface separations as small as 2 nm, since otherwise significant deviations from theory would have occurred (Hamnerius et al., 1978, showed that the dielectric constant of water remains unchanged even for 1 nm films). The surface potentials \( \psi_0 \) inferred from the magnitude of the double-layer forces agree within 10 mV with those measured independently on isolated mica surfaces by the method of electrophoresis (Lyons et al., 1981). Further, the surface charge density corresponding to these potentials is typically \( 1 \) e per 60 nm\(^2\). Thus, at separations below about 8 nm the surfaces are actually closer to each other than the mean distance between the surface charges, and yet the

---

**Fig. 12.13.** Measured double-layer and van der Waals forces between two curved mica surfaces of radius \( R \sim 1 \) cm in water and in dilute \( \sim 10^{-4} \) M \( \text{KNO}_3 \) and \( \sim 10^{-4} \) M \( \text{Ca(NO}_3)_2 \) solutions. The continuous curves are the theoretical DLVO forces (using a Hamaker constant of \( A = 2.2 \times 10^{-20} \) J) showing the constant charge and constant potential limits. Theoretically, we expect the interactions to fall between these two limits. (Note that for this geometry the Derjaguin approximation gives \( F/R = 2\pi W \), where \( W \) is the corresponding interaction energy per unit area between two planar surfaces, as plotted in Figs 12.10 and 12.11.) The inset in the lower part of the figure is the measured force in concentrated 0.1 M \( \text{KNO}_3 \) showing the emergence of a secondary minimum. (From Israelachvili and Adams, 1978; Pashley, 1981a; Israelachvili, 1982.)
double-layer forces still behave as if the surface charges were smeared out. The reason for this will become clear in the next section.

Other measurements of double-layer or DLVO forces have been carried out in various 1:1 and 2:1 electrolytes (Pashley, 1981a, b; Pashley and Israelachvili, 1984; Horn et al., 1988a), between surfactant and lipid bilayers (Pashley and Israelachvili, 1981; Marra, 1986b, c; Marra and Israelachvili, 1985), across soap films (Derjaguin and Titievskia, 1954; Lyklema and Mysels, 1965; Donners et al., 1977), between silica, sapphire and metal surfaces (Horn et al., 1988a, 1989a, b; Smith et al., 1988), as well as in non-aqueous polar liquids (Christenson and Horn, 1983, 1985). The results are invariably in good agreement with the DLVO theory, often down to separations well below the Debye length.

When deviations do occur these can usually be attributed to the presence of other, non-DLVO, forces or to the existence of a Stern layer (Israelachvili, 1985). A Stern layer of thickness δ per surface (2δ for both surfaces) can have a profound effect on the DLVO interaction potential because it pushes the plane of origin of the double-layer interaction (the OHP) out to D = 2δ. It is remarkable that for values of δ as small as 0.2–0.3 nm (corresponding to hydrated sizes of ions) this effect can completely eliminate a deep primary minimum. Instead, the repulsion continues to rise steeply and indefinitely as the surface separation decreases to contact, at D = 2δ. This model was first proposed by Frens and Overbeek (1972) to explain the common phenomenon of colloidal stability in high salt, the spontaneous swelling of certain colloids in water, and reorientation—the reversible coagulation of colloidal particles (according to the DLVO theory coagulation in a primary minimum should never be reversible). A direct experimental measurement of Stern-layer stabilization is shown in Fig. 12.15 where the counterions used in that study were unusually large.

It is perhaps surprising that measured double-layer forces are so well described by a theory that, unlike van der Waals force theory, contains a number of fairly drastic assumptions, viz. the assumed smearing out of discrete surface charges, that ions can be considered as point charges, the ignoring of image forces, and that the PB equation remains valid even at fairly high concentrations. One reason for this is that many of these effects act in opposite directions and tend to cancel each other out (Section 12.8). As mentioned
Fig. 12.14. Classic DLVO forces measured between two sapphire surfaces in $10^{-3} \text{ M} \text{NaCl}$ solutions at different pH. The continuous lines are the theoretical DLVO forces for the potentials shown and a Hamaker constant of $A = 6.7 \times 10^{-20}$ J (from Horn et al., 1988a).

double-layer forces still behave as if the surface charges were smeared out. The reason for this will become clear in the next section.

Other measurements of double-layer or DLVO forces have been carried out in various 1:1 and 2:1 electrolytes (Pashley, 1981a, b; Pashley and Israelachvili, 1984; Horn et al., 1988a), between surfactant and lipid bilayers (Pashley and Israelachvili, 1981; Marra, 1986b, c, Marra and Israelachvili, 1985), across soap films (Derjaguin and Titijevskaiia, 1954; Lyklema and Mysels, 1965; Donners et al., 1977), between silica, sapphire and metal surfaces (Horn et al., 1988a, 1989a, b; Smith et al., 1988), as well as in non-aqueous polar liquids (Christenson and Horn, 1983, 1985). The results are invariably in good agreement with the DLVO theory, often down to separations well below the Debye length.

When deviations do occur these can usually be attributed to the presence of other, non-DLVO, forces or to the existence of a Stern layer (Israelachvili, 1985). A Stern layer of thickness $\delta$ per surface ($2\delta$ for both surfaces) can have a profound effect on the DLVO interaction potential because it pushes the plane of origin of the double-layer interaction (the OHP) out to $D = 2\delta$. It is remarkable that for values of $\delta$ as small as 0.2–0.3 nm (corresponding to hydrated sizes of ions) this effect can completely eliminate a deep primary minimum. Instead, the repulsion continues to rise steeply and indefinitely as the surface separation decreases to contact, at $D = 2\delta$. This model was first proposed by Frens and Overbeek (1972) to explain the common phenomenon of colloidal stability in high salt, the spontaneous swelling of certain colloids in water, and reaction— the reversible coagulation of colloidal particles (according to the DLVO theory coagulation in a primary minimum should never be reversible). A direct experimental measurement of Stern-layer stabilization is shown in Fig. 12.15 where the countersions used in that study were unusually large.

It is perhaps surprising that measured double-layer forces are so well described by a theory that, unlike van der Waals force theory, contains a number of fairly drastic assumptions, viz. the assumed smearing out of discrete surface charges, that ions can be considered as point charges, the ignoring of image forces, and that the PB equation remains valid even at fairly high concentrations. One reason for this is that many of these effects act in opposite directions and tend to cancel each other out (Section 12.8). As mentioned
above, most experimental deviations in the forces from those expected from the DLVO theory are not due to any breakdown in the DLVO theory, but rather to the existence of a Stern layer or to the presence of other forces such as ion-correlation, solvation, hydrophobic or steric forces. These additional forces are, of course, very important, especially in more complex colloidal and biological systems where they often dominate the interactions at short range where most of the interesting things happen. Their consideration forms a large part of the rest of this book.

12.20 EFFECTS OF DISCRETE SURFACE CHARGES AND DIPOLES

The charge on a solid surface is obviously not uniformly spread out over the surface, as has been implicit in all the equations derived so far. For a surface with a typical potential of 75 mV in a 1 mM NaCl solution, the surface charge density as given by the Grahame equation is \( \sigma = 0.0075 \, \text{C m}^{-2} \), which corresponds to only one charge per 21 nm\(^2\) or 2100 Å\(^2\). In 0.1 M NaCl the same potential implies 1e per 2 nm\(^2\). Thus, the charges on real surfaces are typically 1–5 nm apart from each other on average. What effect does this have on the electrostatic interaction between two surfaces?

Let us consider a planar square lattice of like charges \( q \) as shown in Fig. 12.16a. If \( d \) is the distance between any two neighbouring charges, then the mean surface charge density is \( \sigma = q/d^2 \), and if this charge were smeared out, the electric field emanating from the surface would be uniform and given by \( E_z = \sigma/2e_0 \). What, then, is the field of a surface lattice of discrete charges having the same mean charge density? To compute this field one must sum the contributions from all the charges. The resulting slowly converging series can be turned into a rapidly converging series by using a mathematical technique known as the Poisson summation formula (Lighthill, 1970). If \( x \) and \( y \) are the coordinates in the plane relative to any charge as the origin (Fig. 12.16a), the field \( E_z \) along the \( z \) direction is given by the series (Lennard-Jones and Dent, 1928)

\[
E_z = \frac{\sigma}{2e_0} \left[ 1 + 2 \left( \cos \frac{2\pi x}{d} + \cos \frac{2\pi y}{d} \right) e^{-2\pi zd} + \ldots \right]. \tag{12.58}
\]

where the higher-order terms decay much more rapidly with distance \( z \). The first term is the same as that of a smeared-out surface charge. The second term is interesting, for it shows that the excess field decays away extremely rapidly, with a decay length of \( d/2\pi \) (e.g., about 0.3 nm for charges 2 nm apart). Thus, at \( z = \frac{1}{2}d \) the electric field is at most 17% different from that of the smeared-out field, while at \( z = d \) it has reached 99.3% of the smeared-out value! A similar conclusion is reached for other types of lattices; for example, for a hexagonal lattice where neighbouring ions are separated by a distance \( d \), the mean surface charge density is \( \sigma = 2q/\sqrt{3}d^2 \) and the decay length is \( \sqrt{3d/4\pi} \) which is even smaller than for a square lattice implying that the field decays even faster. It is for these reasons that the smeared-out approximation works so well in considering the electrostatic interactions between charged surfaces.

If charges of opposite sign are now added at the centre of each square, as in Fig. 12.16b, the net surface charge density becomes zero. By superimposing the fields of the positive and negative lattices using Eq. (12.58) it is easy to show that the electric field opposite a positive charge (at \( x = 0 \), \( y = 0 \)) is

\[
E_z = + \left( \frac{4q}{\varepsilon e_0 d^2} \right) e^{-2\pi zd} + \ldots, \tag{12.59}
\]

while opposite a negative charge (at \( x = \frac{1}{2}d \), \( y = \frac{1}{2}d \)) it is

\[
E_z = - \left( \frac{4q}{\varepsilon e_0 d^2} \right) e^{-2\pi zd} + \ldots. \tag{12.60}
\]

Note that this geometry is equivalent to a dipolar or zwitterionic lattice whose dipoles, of length \( d/\sqrt{2} \) and surface density \( 1/d^2 \), are lying parallel to the surface.

For dipoles of length \( l \) comparable to \( d \) arrayed perpendicular to the surface,
above, most experimental deviations in the forces from those expected from the DLVO theory are not due to any breakdown in the DLVO theory, but rather to the existence of a Stern layer or to the presence of other forces such as ion-correlation, solvation, hydrophobic or steric forces. These additional forces, are, of course, very important, especially in more complex colloidal and biological systems where they often dominate the interactions at short range where most of the interesting things happen. Their consideration forms a large part of the rest of this book.

12.20 Effects of Discrete Surface Charges and Dipoles

The charge on a solid surface is obviously not uniformly spread out over the surface, as has been implicit in all the equations derived so far. For a surface with a typical potential of 75 mV in a 1 mM NaCl solution, the surface charge density as given by the Grahame equation is \( \sigma = 0.0075 \text{ C m}^{-2} \), which corresponds to only one charge per 21 nm\(^2\) or 2100 Å\(^2\). In 0.1 M NaCl the same potential implies 1e per 2 nm\(^2\). Thus, the charges on real surfaces are typically 1–5 nm apart from each other on average. What effect does this have on the electrostatic interaction between two surfaces?

Let us consider a planar square lattice of like charges \( q \) as shown in Fig. 12.16a. If \( d \) is the distance between any two neighbouring charges, then the mean surface charge density is \( \sigma = q/d^2 \), and if this were smeared out, the electric field emanating from the surface would be uniform and given by \( E_z = \sigma/2\varepsilon_0 \). What, then, is the field of a surface lattice of discrete charges having the same mean charge density? To compute this field one must sum the contributions from all the charges. The resulting slowly converging series can be turned into a rapidly converging series by using a mathematical technique known as the Poisson summation formula (Lighthill, 1970). If \( x \) and \( y \) are the coordinates in the plane relative to any charge as the origin (Fig. 12.16a), the field \( E_z \) along the \( z \) direction is given by the series (Lennard-Jones and Dent, 1928)

\[
E_z = \frac{\sigma}{2\varepsilon_0} \left[ 1 + 2 \left( \cos \frac{2\pi x}{d} + \cos \frac{2\pi y}{d} \right)e^{-2\pi \zeta/d} + \ldots \right]. \tag{12.58}
\]

where the higher-order terms decay much more rapidly with distance \( z \). The first term is the same as that of a smeared-out surface charge. The second term is interesting, for it shows that the excess field decays away extremely rapidly, with a decay length of \( d/2\pi \) (e.g., about 0.3 nm for charges 2 nm apart). Thus, at \( z = \frac{1}{2}d \) the electric field is at most 17% different from that of the smeared-out field, while at \( z = d \) it has reached 99.3% of the smeared-out value! A similar conclusion is reached for other types of lattices; for example, for a hexagonal lattice where neighbouring ions are separated by a distance \( d \), the mean surface charge density is \( \sigma = 2q/\sqrt{3}d^2 \) and the decay length is \( \sqrt{3}d/4\pi \) which is even smaller than for a square lattice implying that the field decays even faster. It is for these reasons that the smeared-out approximation works so well in considering the electrostatic interactions between charged surfaces.

If charges of opposite sign are now added at the centre of each square, as in Fig. 12.16b, the net surface charge density becomes zero. By superimposing the fields of the positive and negative lattices using Eq. (12.58) it is easy to show that the electric field opposite a positive charge (at \( x = 0, y = 0 \)) is

\[
E_z = + \left( \frac{4q}{\varepsilon_0 d^2} \right)e^{-2\pi \zeta/d} + \ldots, \tag{12.59}
\]

while opposite a negative charge (at \( x = \frac{1}{2}d, y = \frac{1}{2}d \)) it is

\[
E_z = - \left( \frac{4q}{\varepsilon_0 d^2} \right)e^{-2\pi \zeta/d} + \ldots. \tag{12.60}
\]

Note that this geometry is equivalent to a dipolar or zwitterionic lattice whose dipoles, of length \( d/\sqrt{2} \) and surface density \( 1/d^2 \), are lying parallel to the surface.

For dipoles of length \( l \) comparable to \( d \) arrayed perpendicular to the surface,
as in Fig. 12.16c, the above two equations become replaced by $E_i \approx \pm \left(2q_i/\varepsilon_0 d^2\right) e^{-2\pi d}$. This procedure can be readily extended to other lattices including three-dimensional ionic crystals. The end result is always that the field is positive or negative depending on the $x$, $y$ coordinates and that it decays very rapidly to zero with increasing $z$.

If a second lattice of vertical dipoles is brought up to the first, the Coulombic interaction pressure between the two dipolar surfaces at a separation $D$ will vary between $\pm (2q_i/\varepsilon_0 d^2) e^{-2\pi D}$ depending on whether the approaching dipoles are exactly opposite each other or in register (repulsion) or out of register (attraction). The pressure is anyway very small and in reality, since surface dipoles will not be on a perfect lattice but distributed randomly or moving about (e.g., zwitterionic headgroups on a lipid bilayer surface), the net pressure will average to zero in a first approximation, though a Boltzmann-averaged interaction will yield an overall attractive force.

A similar result is obtained if the dipoles are lying in the plane of the surfaces, as in Fig. 12.16b. This is yet another example where the purely electrostatic interaction between a system of charges or dipoles that are overall electrically neutral produces an attractive force, even though intuitively one might have expected two surfaces with vertical dipoles to always repel each other. In the limit where the surface-bound dipoles are free to rotate in all directions the resulting interaction energy must be the same as the attractive van der Waals–Keesom interaction, which decays as $1/D^4$ (Eq. 11.42) but is screened if the interaction occurs across electrolyte solution (Section 11.8).

Jönsson and Wennerström (1983) pointed out that the total interaction between two dipolar surfaces must also include the image forces of each dipole and its image reflected by the other surface. For two dipolar surfaces of low dielectric constant interacting across water the resulting image force between them can be large and repulsive. They showed that depending on the positional and orientational correlations of the dipoles on each surface the resulting pressure can decay either exponentially or with the inverse fourth power of the separation. Such situations are expected to arise when zwitterionic lipid bilayers and biological membranes ($z \approx 2$) interact in water ($z \approx 80$), and these purely electrostatic forces have been proposed to be responsible for some of the repulsive short-range ‘hydration’ forces measured between lipid bilayers in aqueous solutions (cf. Fig. 12.5 and Chapter 18).

**PROBLEMS AND DISCUSSION TOPICS**

12.1 A glass surface is exposed to water vapour at 96% relative humidity (i.e. $p/p_{sat} = 0.96$). Estimate the equilibrium thickness $D$ of the thin film of water adsorbed on the surface assuming (i) that only electrostatic double-layer forces are operating and that the surface is fully dissociated with a surface charge density of $\sigma = -0.1 \text{ C m}^{-2}$; (ii) that the monovalent counterions ($z = 1$) are uniformly distributed throughout the thin water film. With these same assumptions also estimate the repulsive electrostatic pressure between two such planar surfaces immersed in water at a distance $2D$ apart. Is your estimate likely to be too high or too low, and how does it compare with the attractive van der Waals pressure between the surfaces at this separation? Will the van der Waals attraction eventually win out at some smaller, but physically realistic, plate separation?

12.2 Calculate the repulsive pressure between two charged surfaces in pure water where the only ions in the gap are the counterions that have come off from the dissociating surface groups (i.e. no electrolyte present, no bulk reservoir). Assume a surface charge density of one electronic charge per 0.70 nm$^2$ and $T = 22^\circ$C. Plot your results as pressure against surface separation in the range 0.5–18 nm and compare these with the experimental results of Cowley et al. (1978) where in Fig. 4b on p. 3166 the authors plot their measured values for such a system ($\Delta$ points). What conclusions do you arrive at concerning the ‘hydration’ forces between two pure phosphatidylglycerol bilayers at small separations?

12.3 Show that the double-layer repulsion between two surfaces with low but unequal surface potentials $\psi_1$ and $\psi_2$, viz. $\gamma_1$ and $\gamma_2$, is

$$P = 64kT \rho \gamma_1 \gamma_2 e^{-\lambda D}$$

(12.61)

which reduces to Eq. (12.46) when $\gamma_1 = \gamma_2$.

12.4 Consider a colloidal dispersion of large spherical particles suspended in a 0.1 M NaCl solution where the Hamaker constant between the particles in the solution is $A = 10^{-20}$ J, and where experimentally it has been established that for the particle-solution interface the surface potential $\psi_0$ falls linearly with pH from $\psi_0 = -100 \text{ mV}$ at pH 7, to $\psi_0 = 0$ at pH 5. Assuming that the spheres are quite large, i.e. that $R > D$ in the range of interest, calculate the range of pH at which the colloid will become ‘unstable’, i.e. where rapid coagulation will occur.

12.5 The reason(s) why positively charged divalent counterions are better coagulants or flocculants of negatively charged surfaces or particles than monovalent ions is because of one or more of the following:

(i) They screen the electrostatic repulsion better.

(ii) They are more hydrated.

(iii) They bind more easily and hence lower the surface charge more easily.
as in Fig. 12.16c, the above two equations become replaced by \( E_i \approx \pm (2q/\varepsilon_0 d^2)e^{-2\pi d^2} \cdots \). This procedure can be readily extended to other lattices including three-dimensional ionic crystals. The end result is always that the field is positive or negative depending on the \( x, y \) coordinates and that it decays very rapidly to zero with increasing \( z \).

If a second lattice of vertical dipoles is brought up to the first, the Coulombic interaction pressure between the two dipolar surfaces at a separation \( D \) will vary between \( \pm (2q/\varepsilon_0 d^4)e^{-2\pi d^2} \) depending on whether the approaching dipoles are exactly opposite each other or in register (repulsion) or out of register (attraction). The pressure is anyway very small and in reality, since surface dipoles will not be on a perfect lattice but distributed randomly or moving about (e.g., zwitterionic headgroups on a lipid bilayer surface), the net pressure will average to zero in a first approximation, though a Boltzmann-averaged interaction will yield an overall attractive force.

A similar result is obtained if the dipoles are lying in the plane of the surfaces, as in Fig. 12.16b. This is yet another example where the purely electrostatic interaction between a system of charges or dipoles that are overall electrically neutral produces an attractive force, even though intuitively one might have expected two surfaces with vertical dipoles to always repel each other. In the limit where the surface-bound dipoles are free to rotate in all directions, the resulting interaction energy must be the same as the attractive van der Waals–Keesom interaction, which decays as \( 1/D^4 \) (Eq. (11.42)) but is screened if the interaction occurs across electrolyte solution (Section 11.8).

Jönsson and Wennstrom (1983) pointed out that the total interaction between two dipolar surfaces must also include the image forces of each dipole and its image reflected by the other surface. For two dipolar surfaces of low dielectric constant interacting across water, the resulting image force between them can be large and repulsive. They showed that depending on the positional and orientational correlations of the dipoles on each surface the resulting pressure can decay either exponentially or with the inverse fourth power of the separation. Such situations are expected to arise when zwitterionic lipid bilayers and biological membranes \((\varepsilon \approx 2)\) interact in water \((\varepsilon \approx 80)\), and these purely electrostatic forces have been proposed to be responsible for some of the repulsive short-range ‘hydration’ forces measured between lipid bilayers in aqueous solutions (cf. Fig. 12.5 and Chapter 18).

### PROBLEMS AND DISCUSSION TOPICS

12.1 A glass surface is exposed to water vapour at 96% relative humidity (i.e., \( p/p_{sat} = 0.96 \)). Estimate the equilibrium thickness \( D \) of the thin film of water adsorbed on the surface assuming (i) that only electrostatic double-layer forces are operating and that the surface is fully dissociated with a surface charge density of \( \sigma = -0.1 \text{ C m}^{-2} \); (ii) that the monovalent counterions \((z = 1)\) are uniformly distributed throughout the thin water film. With these same assumptions also estimate the repulsive electrostatic pressure between two such planar surfaces immersed in water at a distance \( 2D \) apart. Is your estimate likely to be too high or too low, and how does it compare with the attractive van der Waals pressure between the surfaces at this separation? Will the van der Waals attraction eventually win out at some smaller, but physically realistic, plate separation?

12.2 Calculate the repulsive pressure between two charged surfaces in pure water where the only ions in the gap are the counterions that have come off from the dissociating surface groups (i.e., no electrolyte present, no bulk reservoir). Assume a surface charge density of one electronic charge per \( 0.70 \text{ nm}^2 \) and \( T = 22^\circ \text{C} \). Plot your results as pressure against surface separation in the range 0.5–18 nm and compare these with the experimental results of Cowley et al. (1978) where in Fig. 4b on p. 316 they authors plot their measured values for such a system (\( \Delta \) points). What conclusions do you arrive at concerning the ‘hydration’ forces between two pure phosphatidylglycerol bilayers at small separations?

12.3 Show that the double-layer repulsion between two surfaces with low but unequal surface potentials \( \psi_1 \) and \( \psi_2 \), viz. \( \gamma_1 \) and \( \gamma_2 \), is

\[
P = 64kT_{\text{p.o}}\gamma_1\gamma_2e^{-x\Delta}
\]

which reduces to Eq. (12.46) when \( \gamma_1 = \gamma_2 \).

12.4 Consider a colloidal dispersion of large spherical particles suspended in a 0.1 M NaCl solution where the Hamaker constant between the particles in the solution is \( A = 10^{-20} \text{ J} \), and where experimentally it has been established that for the particle-solution interface the surface potential \( \psi_0 \) falls linearly with pH from \( \psi_0 = -100 \text{ mV} \) at pH 7 to \( \psi_0 = 0 \) at pH 5. Assuming that the spheres are quite large, i.e. that \( R \gg D \) in the range of interest, calculate the range of pH at which the colloid will become ‘unstable’, i.e., where rapid coagulation will occur.

12.5 The reason(s) why positively charged divalent counterions are better coagulants or flocculants of negatively charged surfaces or particles than monovalent ions is because of one or more of the following:

(i) They screen the electrostatic repulsion better.

(ii) They are more hydrated.

(iii) They bind more easily and hence lower the surface charge more easily.
(iv) The have additional ion-correlation attractive forces.
(v) They can bridge two surfaces by virtue of having two charges.
(vi) They disrupt the water structure more effectively.
(vii) They have a lower kinetic energy.
(viii) They dehydrate surfaces on binding to them.
(ix) They enhance the hydrophobic attraction.

12.6 Two different types of force laws between colloidal particles in an aqueous solution are as shown in Fig. 12.17. Describe how such potentials can arise. If the potentials are assumed to be independent of temperature, sketch how the temperature-composition phase diagrams could look like for these colloidal systems.

12.7 How does the existence of an electric double-layer contribute to the lateral surface pressure of a fully charged surfactant monolayer at a water surface? Consider two limiting cases: (i) the monolayer is totally insoluble so that all the surfactant molecules remain in the monolayer when it is compressed (in this case the lateral pressure varies with area $A$, and is denoted by $\Pi$); and (ii) the monolayer is soluble and so can exchange and equilibrate with the fixed surfactant concentration in the bulk solution (in this case the double-layer contribution to the pressure is independent of area and may be denoted by $\gamma_m$).

(Hint: First obtain an expression for the energy of a single double layer, giving careful thought to the reference state. Refer to Payens (1955), Chan and Mitchell (1983), and Hunter (1989, Chapter 7).)

12.8 When an electric field is applied across an electrolyte solution containing charged particles they are seen to move parallel or antiparallel to the field depending on the sign of their charge. Now, since almost all of the potential drop must occur across the double layer at each electrode surface, there can be no electric field within the conducting electrolyte solution and hence no force on the charged colloidal particles. Why, then, do the particles move?

12.9 Split the double-layer interaction free energy into its enthalpic and entropic components and discuss the implications of your result.
(iv) They have additional ion-correlation attractive forces.
(v) They can bridge two surfaces by virtue of having two charges.
(vi) They disrupt the water structure more effectively.
(vii) They have a lower kinetic energy.
(viii) They dehydrate surfaces on binding to them.
(ix) They enhance the hydrophobic attraction.

12.6 Two different types of force laws between colloidal particles in an aqueous solution are as shown in Fig. 12.17. Describe how such potentials can arise. If the potentials are assumed to be independent of temperature, sketch how the temperature-composition phase diagrams could look like for these colloidal systems.

12.7 How does the existence of an electric double-layer contribute to the lateral surface pressure of a fully charged surfactant monolayer at a water surface? Consider two limiting cases: (i) the monolayer is totally insoluble so that all the surfactant molecules remain in the monolayer when it is compressed (in this case the lateral pressure varies with area $A$, and is denoted by $\Pi$); and (ii) the monolayer is soluble and so can exchange and equilibrate with the fixed surfactant concentration in the bulk solution (in this case the double-layer contribution to the pressure is independent of area and may be denoted by $\gamma_{ds}$).

(Hint: First obtain an expression for the energy of a single double layer, giving careful thought to the reference state. Refer to Payens (1955), Chan and Mitchell (1983), and Hunter (1989, Chapter 7).)

12.8 When an electric field is applied across an electrolyte solution containing charged particles they are seen to move parallel or antiparallel to the field depending on the sign of their charge. Now, since almost all of the potential drop must occur across the double layer at each electrode surface, there can be no electric field within the conducting electrolyte solution and hence no force on the charged colloidal particles. Why, then, do the particles move?

12.9 Split the double-layer interaction free energy into its enthalpic and entropic components and discuss the implications of your result.
CHAPTER 13

SOLVATION, STRUCTURAL AND HYDRATION FORCES

13.2 MOLECULAR ORDERING AT SURFACES, INTERFACES AND IN THIN FILMS

The theories of van der Waals and double-layer forces discussed in the previous two chapters are both continuum theories, described in terms of the bulk properties of the intervening solvent such as its refractive index \( n \), dielectric constant \( \varepsilon \) and density \( \rho \). We have already seen in Chapters 7 and 8 that at small separations, below a few molecular diameters, these values are no longer the same as in the bulk and that the short-distance intermolecular pair potential can be quite different from that expected from continuum theories. In particular we saw that in general the liquid density profiles and interaction potentials in liquids oscillate with distance, with a periodicity close to the molecular size and with a range of a few molecular diameters. These short-distance interactions are usually referred to as solvation forces, structural forces, or — when the medium is water — hydration forces.

To understand how solvation forces arise between two surfaces we must first consider the way solvent molecules order themselves at an isolated surface. We can then consider how this ordering becomes modified in the presence of a second surface, and how this determines the short-range interaction between the two surfaces in the liquid. The solvation (or structuring) of solvent molecules at a surface is in principle no different from that occurring around a small solute molecule, or even around another identical solvent molecule, which — as previously described — is determined primarily by the geometry of molecules and how they pack around a constraining boundary. (For some mainly theoretical reviews see Nicholson and Parsonage, 1982; Cecotti et al., 1987; and Evans and Parry, 1990.)

Theoretical work and particularly computer simulations indicate that while liquid density oscillations are not expected to occur at a liquid—vapour or liquid—liquid interface (Fig. 13.1a), a very different situation arises at a solid—liquid interface (Fig. 13.1b). Here, attractive interactions between the wall and liquid molecules and the geometric constraining effect of the 'hard wall' on these molecules force them to order (or structure) into quasi-discrete layers. This layering is reflected in an oscillatory density profile extending several molecular diameters into the liquid (Abraham, 1978; Rao et al., 1979).

The constraining effect of two solid surfaces is much more dramatic (Fig. 13.1c). Even in the absence of any attractive wall—liquid interaction, geometric considerations alone dictate that the liquid molecules must reorder themselves so as to be accommodated between the two walls, and the variation of this ordering with separation \( D \) gives rise to the solvation force between the two surfaces. For simple spherical molecules between two hard, smooth surfaces the solvation force is usually a decaying oscillatory function of distance. For molecules with asymmetric shapes or whose interaction
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Theoretical work and particularly computer simulations indicate that while liquid density oscillations are not expected to occur at a liquid–vapour or liquid–liquid interface (Fig. 13.1a), a very different situation arises at a solid–liquid interface (Fig. 13.1b). Here, attractive interactions between the wall and liquid molecules and the geometric constraining effect of the ‘hard wall’ on these molecules force them to order (or structure) into quasi-discrete layers. This layering is reflected in an oscillatory density profile extending several molecular diameters into the liquid (Abraham, 1978; Rao et al., 1979).

The constraining effect of two solid surfaces is much more dramatic (Fig. 13.1c). Even in the absence of any attractive wall–liquid interaction, geometric considerations alone dictate that the liquid molecules must reorder themselves so as to be accommodated between the two walls, and the variation of this ordering with separation $D$ gives rise to the solvation force between the two surfaces. For simple spherical molecules between two hard, smooth surfaces the solvation force is usually a decaying oscillatory function of distance. For molecules with asymmetric shapes or whose interaction
potentials are anisotropic or not pairwise additive, the resulting solvation force may also have a monotonically repulsive or attractive component.

Likewise, if the confining surfaces are themselves not well-ordered but rough or fluid-like, the oscillations will be smoothed out and the resulting solvation force will be monotonic. This occurs, for example, when one or both of the interacting surfaces is a liquid-—liquid or liquid—vapour interface where, as illustrated in Fig. 13.1a, little or no structuring is expected. It is not surprising therefore that measurements of the van der Waals forces across thin liquid films of helium and alkanes on solid surfaces are well described by the Lifshitz theory down to film thickness of 1 nm (Section 11.6).

We shall consider the effects of both liquid anisotropy and surface structure on solvation forces after we have first considered the simplest but most general case, viz. that of inert spherical molecules between two smooth ‘unstructured’ surfaces.

\[ \text{WORKED EXAMPLE} \]

**Question:** Derive an approximate expression for the molecular-scale thermal roughness of a liquid—vapour interface in terms of the intermolecular bond energy \( w(\sigma) \) or surface energy \( \gamma \), the molecular diameter \( \sigma \), and the temperature. Estimate the magnitude of this roughness for a van der Waals and a metal liquid—vapour surface, and comment on the different effects these could have on the ordering of the liquid molecules at these surfaces.

**Answer:** Consider the thermal fluctuations of liquid molecules that causes a certain fraction of them to protrude beyond the surface into the vapour phase (Fig. 13.1a). The additional energy of a molecule that protrudes a small distance \( z \) \((z < \sigma)\) may be estimated by multiplying the additional area \( \pi z^2 \) by the surface energy \( \gamma \) (note that the molecular-scale value of \( \gamma \) may not be the same as the macroscopic value; this is discussed later). The **protrusion energy** is therefore proportional to the distance the molecule or group protrudes from the surface. In keeping with our previous notation this may be expressed as

\[
\text{Protrusion energy} = (\mu_z - \mu_0)_{\text{protr}} = \pi\gamma z = \sigma_p z
\]  

(13.1)

where \( \sigma_p \) is the energy per unit length of a protrusion (in units of \( \text{J m}^{-1} \)). Proceeding as we did when calculating the density profile of the earth’s atmosphere (Section 2.3), we obtain for the density profile of molecular
potentials are anisotropic or not pairwise additive, the resulting solvation force may also have a monotonically repulsive or attractive component.

Likewise, if the confining surfaces are themselves not well-ordered but rough or fluid-like, the oscillations will be smoothed out and the resulting solvation force will be monotonic. This occurs, for example, when one or both of the interacting surfaces is a liquid–liquid or liquid–vapour interface where, as illustrated in Fig. 13.1a, little or no structuring is expected. It is not surprising therefore that measurements of the van der Waals forces across thin liquid films of helium and alkanes on solid surfaces are well described by the Lifshitz theory down to film thickness of 1 nm (Section 11.6).

We shall consider the effects of both liquid anisotropy and surface structure on solvation forces after we have first considered the simplest but most general case, viz. that of inert spherical molecules between two smooth ‘unstructured’ surfaces.

**WORKED EXAMPLE**

**Question:** Derive an approximate expression for the molecular-scale thermal roughness of a liquid–vapour interface in terms of the intermolecular bond energy \(w(\sigma)\) or surface energy \(\gamma\), the molecular diameter \(\sigma\), and the temperature. Estimate the magnitude of this roughness for a van der Waals and a metal liquid–vapour surface, and comment on the different effects these could have on the ordering of the liquid molecules at these surfaces.

**Answer:** Consider the thermal fluctuations of liquid molecules that causes a certain fraction of them to protrude beyond the surface into the vapour phase (Fig. 13.1a). The additional energy of a molecule that protrudes a small distance \(z\) \((z < \sigma)\) may be estimated by multiplying the additional area exposed \(\pi z^2\) by the surface energy \(\gamma\) (note that the molecular-scale value of \(\gamma\) may not be the same as the macroscopic value; this is discussed later). The **protrusion energy** is therefore proportional to the distance the molecule or group protrudes from the surface. In keeping with our previous notation this may be expressed as

\[
\text{Protrusion energy} = (\mu_z - \mu_0)_{\text{prot}} = \pi \gamma z = \alpha_p z
\]

(13.1)

where \(\alpha_p\) is the energy per unit length of a protrusion (in units of J m\(^{-1}\)). Proceeding as we did when calculating the density profile of the earth’s atmosphere (Section 2.3), we obtain for the density profile of molecular
protrusions

\[ \rho_z = \rho_0 e^{-\sigma z / kT} = \rho_0 e^{-\sigma x / kT} \approx \rho_0 e^{-\sqrt{3}w(\sigma) / kT}, \]

(13.2)

where \( \rho_0 \) has now the bulk liquid density (Fig. 13.1a) and where we have used \( \gamma = \sqrt{3}w(\sigma) / \sigma^2 \) from Eq. (11.33). The above shows that the liquid density decays exponentially from the surface according to

\[ \rho_z = \rho_0 e^{-z / \lambda_0}, \]

(13.3)

where

\[ \lambda_0 = kT / \sigma_0 = kT / \pi \sigma \approx \sigma kT / 5w(\sigma) \]

is the characteristic protrusion decay length. The above equation cannot apply once \( z > \sigma \), since beyond this distance the molecule becomes detached from the surface and is then no longer part of the liquid but becomes part of the vapour (for chain molecules such as alkane, surfactants and polymers the above equations remain valid out to much larger distances and we shall be considering the consequences of this later).

For small globular molecules we should expect the density to level off at \( z \approx \sigma \) to a value corresponding to the saturated vapour pressure. That this is indeed so can be readily checked by putting \( z = \sigma \) into Eq. (13.2) which reduces it to the result obtained in Sections 2.1–2.4, viz. \( \rho_{\text{esp}} = \rho_{\text{bulk}} e^{-\sigma / kT} \approx \rho_{\text{bulk}} e^{-5w(\sigma) / kT}. \)

The protrusion length of Eq. (13.3) is a measure of the molecular-scale dynamic roughness of a surface and is one of a number of contributions to the total ‘width’ of a surface or interface, often denoted by \( \xi \). Other contributions come from more macroscopic-scale thermal fluctuations such as those arising from capillary waves. For a van der Waals liquid, where typically \( \sigma \approx 0.3 \text{ nm} \) and \( \gamma \approx 25 \text{ mJ m}^{-2} \) we obtain \( \lambda_0 \approx 0.2 \text{ nm}. \)

It is important to appreciate that it is a pure coincidence that the molecular-scale roughness has turned out to be of the same order as the molecular size. For many surfaces it can be much smaller. Thus, for a metal surface, with \( \gamma > 300 \text{ mJ m}^{-2} \), we find \( \lambda_0 < 0.02 \text{ nm}. \) However, for metals it is unlikely that \( \gamma \) is so high at the atomic level so that the real value of \( \lambda_0 \) may be larger than 0.02 nm, but still much smaller than the value for a van der Waals liquid. Liquid metal surfaces, by virtue of their high binding energies, are therefore very much smoother than those of other liquids. As a consequence of this, liquid metal molecules (or atoms) behave as if they are packing against a hard wall, as drawn in Fig. 13.1b. It is for this reason that the surfaces of liquid metals are believed to have a layered or ‘stratified’ structure (Rice, 1987), while van der Waals liquids do not.

13.3 Origin of main type of solvation force: the oscillatory force

In Section 12.7 we saw that the repulsive electrostatic double-layer pressure between two charged surfaces separated by a solvent containing the surface counterions is given by the contact value theorem, Eq. (12.18):

\[ P(D) = kT[\rho_s(D) - \rho_s(\infty)], \]

(13.4)

where \( \rho_s \) is the ionic density at each surface. Equation (13.4) also applies to solvation forces (Henderson, 1986; Evans and Parry, 1990) so long as there is no interaction between the walls and liquid molecules, where \( \rho_s \) is now the density of liquid molecules at each surface (Fig. 13.1b,c). Thus, a solvation force arises once there is a change in the liquid density at the surfaces as they approach each other. For two inert hard walls this is brought about by changes in the molecular packing as \( D \) varies, as illustrated in Fig. 13.2(a). Here we see that \( \rho_s(D) \) will be high only at surface separations that are multiples of \( \sigma \) but must fall at intermediate separations. At large separations, as \( \rho_s(D) \) approaches the value for isolated surfaces \( \rho_s(\infty) \), the solvation pressure approaches zero. The resulting variation of the solvation pressure with distance is shown schematically in Fig. 13.2(b). Like the density profile, it is an oscillatory function of distance of periodicity roughly equal to \( \sigma \) and with a range of a few molecular diameters.

In the limit of very small separations, as the last layer of solvent molecules is finally squeezed out, we have \( \rho_s(D \to 0) \to 0 \). In this limit the solvation pressure approaches a finite value given by

\[ P(D \to 0) = -kT \rho_s(\infty) \]

(13.5)

which means that the force at contact is negative, i.e., attractive or adhesive. Equations (13.4) and (13.5) are fundamental equations which crop up in many different systems, and we shall encounter them again when considering other entropic interactions.

Oscillatory forces do not require that there be any attractive liquid–liquid or liquid–wall interaction. All one needs is two hard walls confining molecules whose shapes are not too irregular and that are free to exchange with molecules in the bulk liquid reservoir. In the absence of any attractive forces between the molecules the bulk liquid density may be maintained by an external hydrostatic pressure. In real liquids, attractive intermolecular forces play the role of the external pressure, but the oscillatory forces are much the same.

A number of theoretical studies and computer simulations of various
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to the interfacial energy of two flat surfaces is

$$\gamma_1 = \frac{1}{2} \frac{W(0)}{T} \approx \frac{kT \rho_1(\infty) \sigma}{8\pi^2}.$$  \hspace{1cm} (13.7)

Since $\rho_1(\infty)$ should be approximately equal to the bulk liquid density, we may write $\rho_1(\infty) \approx \sqrt{2}/\sigma^3$, which further simplifies the above to

$$\gamma_1 \approx \frac{\sqrt{2}kT}{8\pi^2\sigma^2} \approx \frac{0.02kT}{\sigma^2}.$$  \hspace{1cm} (13.8)

Equation (13.8) may be compared with Eq. (11.33) which gives the van der Waals contribution to the interfacial energy as $\gamma_1 = \sqrt{3}A/2\pi^2\sigma^2 \approx 0.1A/\sigma^2$. Thus, for Hamaker constants smaller than about $A \approx 0.2kT$, i.e., for $A < 10^{-21}$ J, we expect the oscillatory solvation force to dominate the adhesion of two surfaces across a liquid medium (for the opposite case of high $A$ values, see Section 13.4).

It is important to note that once the solvation zones of two surfaces overlap, the mean liquid density $\rho$ in the gap is no longer the same as that of the bulk liquid. And since the van der Waals–Lifshitz interaction depends on both $n$ and $e$, which in turn depend on $\rho$, we must conclude that van der Waals and oscillatory solvation forces are not strictly additive. Indeed, it is more correct to think of the solvation force as the van der Waals force at small separations with the molecular properties and density variations of the medium taken into account.

It is also important to appreciate that solvation forces do not arise simply because liquid molecules tend to structure into semi-ordered layers at surfaces. They arise because of the disruption or change of this ordering during the approach of a second surface. If there were no change, there would be no solvation force. This is already implicit in Eq. (13.4). The two effects are of course related: the greater the tendency towards structuring at an isolated surface, the greater the solvation force between two such surfaces, but there is a real distinction between the two phenomena that should always be borne in mind.

So far we have only considered the simplest cases of spherical molecules between two smooth surfaces. Such systems are now well understood, both theoretically (see above) and experimentally (see below). Real systems are often much more complex: the liquid molecules are usually non-spherical, interacting via anisotropic orientation-dependent potentials, and the surfaces are not smooth but corrugated or ‘structured’ at the atomic level. These are the systems we shall be discussing in the rest of this chapter.
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Any strongly attractive interaction between a surface and the liquid molecules adjacent to it leads to a denser packing of molecules at the walls (Abraham, 1978; Snook and van Megen, 1979) and thus to higher ρ values and a more repulsive but still oscillatory force (Fig. 13.3, upper curve). On the other hand, if the surface–liquid interaction is much weaker than the liquid–liquid interaction the oscillatory force tends to be overall more attractive (Fig. 13.3, lower curve). Such complex force-laws often show both a short-range oscillatory part and long-ranged monotonic part, the latter arising from more complex interactions, for example, involving long-range polarization and H-bond correlation interactions, as is believed to occur in associated liquids such as water (Marcelja and Radic, 1976; Marcelja et al., 1977; Jönsson, 1981; Gruen and Marcelja, 1983; Schiby and Ruckenstein, 1983; Attard and Batchelor, 1988). A theoretical understanding of the interactions of such liquids is not yet available.

To summarize, modern theories of liquids have shown how very complex oscillatory force laws can arise across an assembly of molecules that interact with each other via the simplest possible pair potential. As we shall see, liquids confined within such ultrathin films can take on properties that are both quantitatively and qualitatively different from their bulk properties: the molecules can structure into discrete layers whose properties are quantized with the number of layers, and such films often behave more like a solid or a liquid crystal than a normal liquid, for example, withstands finite compressive and shear stresses.

13.4 Measurements and Properties of Solvation Forces: Oscillatory Forces in Non-Aqueous Liquids

While theoretical work relevant to practical systems is still in its infancy, there is a rapidly growing literature on experimental measurements and other phenomena associated with solvation forces. The simplest systems so far investigated have involved measurements of these forces between molecularly smooth surfaces in organic liquids. Figure 13.4 shows the results obtained by Horn and Israelachvili (1981) for two mica surfaces across an inert liquid of molecular diameter σ ≈ 0.9 nm, together with a plot of the theoretically expected force law. Subsequent measurements of oscillatory forces between different surfaces across both aqueous and non-aqueous liquids have revealed their subtle nature and richness of properties (Christenson and Horn, 1985; Israelachvili, 1987b; Christenson, 1988a). For example, their great sensitivity to the shape and rigidity of the solvent molecules, to the presence of other components, and to surface structure. In particular, the oscillations can be smeared out if the molecules are irregularly shaped, e.g., branched, and therefore unable to pack into ordered layers, or when surfaces are rough even at the Ångström level. The main features of these forces will now be summarized.

(i) Inert, spherical, rigid molecules. In liquids such as CCl₄, benzene, toluene, cyclohexane and OMCTS whose molecules are roughly spherical and fairly rigid, the periodicity of the oscillatory force is equal to the mean molecular diameter σ (within a few percentage points of the diameters obtained from x-ray, gas solubility, and diffusion data).

(ii) Range of oscillatory forces. The peak-to-peak amplitudes of the oscillations show a roughly exponential decay with distance with a characteristic decay length of 1.2 to 1.7σ.
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Fig. 13.3. Oscillatory solvation force superimposed on a monotonic solvation force. This type of interaction often arises in aqueous solutions where hydrogen-bond correlation effects can give rise to an additional monotonically decaying 'hydration' force (in addition to any oscillatory and DLVO force). For hydrophilic surfaces the monotonic component is repulsive (upper dashed curve), whereas for hydrophobic surfaces it is attractive (lower dashed curve). For simpler liquids there are no such monotonic components and both theory and experiments show that the oscillations simply decay with distance with the maxima and minima respectively above and below the base line of the van der Waals force (middle curve) or superimposed on the net DLVO interaction (see Figs 13.4–13.6).

It is noteworthy that for such liquids the strength of the final adhesion energy or force at molecular contact (the point indicated by the arrow at $D = 0$) is often accurately given by the continuum Lifshitz theory of van der Waals forces, even though this theory fails to describe the force law at finite distances.

Any strongly attractive interaction between a surface and the liquid molecules adjacent to it leads to a denser packing of molecules at the walls (Abraham, 1978; Snook and van Megen, 1979) and thus to higher $\rho$ values and a more repulsive but still oscillatory force (Fig. 13.3, upper curve). On the other hand, if the surface–liquid interaction is much weaker than the liquid–liquid interaction the oscillatory force tends to be overall more attractive (Fig. 13.3, lower curve). Such complex force-laws often show both a short-range oscillatory part and long-ranged monotonic part, the latter arising from more complex interactions, for example, involving long-range...
mica–OMCTS–mica system is about $1.35 \times 10^{-20}$ J. Using Eqs (11.32)–(11.34) we obtain $W \approx A/12 \pi d^2 \approx 12$ mJ m$^{-2}$ for the adhesion energy at contact. This may be compared with the value of $W \approx 11$ mJ m$^{-2}$ obtained from the measured adhesion force (Fig. 13.4). Possible reasons for this good agreement were discussed in Section 13.3 and are further investigated in Problem 15.2.

(v) Temperature dependence. Oscillatory solvation forces are not strongly temperature dependent and show no change when a liquid is supercooled below its freezing point. They should therefore not be viewed as a surface-induced ‘prefreezing’ of liquids.

(vi) Effects of water and other immiscible polar components. The presence of even trace amounts of water can have a dramatic effect on the solvation force between two hydrophilic surfaces across a non-polar liquid. This is because of the preferential adsorption of water onto such surfaces that disrupts the molecular ordering in the first few layers. This effect usually leads to a shift of the oscillatory force curve to lower, more adhesive, energies (see also Section 15.6).

(vii) Effects of miscible components (liquid mixtures). Christenson (1985a) found that the forces between two mica surfaces across a mixture of OMCTS ($\epsilon \approx 0.9$ nm) and cyclohexane ($\epsilon \approx 0.55$ nm) are essentially the same as that of the dominant component if its volume fraction in the mixture exceeds 90%. However, for a 50–50 mixture the oscillations are not well defined and their range is now less than for either of the pure liquids. It appears that a mixture of differently shaped molecules cannot order into coherent layers so that the range of the short-range structure becomes even shorter (note that this is not the case for mixtures of homologous molecules, e.g., a mixture of alkanes or short-chained polymers of different lengths but the same molecular width, as discussed in (ix) below).

(viii) Small flexible (soft) molecules. Short-chained molecules such as n-hexane, and branched chain molecules such as 2,2,4-trimethylpentane, have highly flexible bonds that can rotate freely. Such molecules may be considered as being internally ‘liquid-like’ and, unlike the more rigid molecules described in (i)–(iii), they have no need to order into discrete layers when confined between two surfaces. Consequently, their short-range structure and oscillatory solvation force does not extend beyond two to four molecules (or some packing dimension of the molecules).

(ix) Linear chain molecules. Homologous liquids such as n-octane, n-tetradecane and n-hexadecane exhibit similar oscillatory solvation force laws (Fig. 13.5). For such liquids, the period of the oscillations is about 0.4 nm which corresponds to the molecular width and indicates that the molecular axes are preferentially oriented parallel to the surfaces (Fig. 13.5, inset). Similar results have been obtained with short-chained polymer melts such as polydimethylsiloxanes (Horn and Israelachvili, 1988; Horn et al., 1989b).
The mica–OMCTS–mica system is about $1.35 \times 10^{-20} \text{J}$. Using Eqs (11.32)–(11.34) we obtain $W \approx A/12\pi D_0^2 \approx 12 \text{mJ m}^{-2}$ for the adhesion energy at contact. This may be compared with the value of $W \approx 11 \text{mJ m}^{-2}$ obtained from the measured adhesion force (Fig. 13.4). Possible reasons for this good agreement were discussed in Section 13.3 and are further investigated in Problem 15.2.

(iii) **Magnitude of forces.** The oscillatory force can exceed the van der Waals force at separations below five to 10 molecular diameters, and for simple (non-polymeric) liquids, merges with the continuum van der Waals or DLVO force at larger separations.

(iv) **Effect on adhesion energy.** The depth of the potential well at contact $D = 0$ corresponds to an interaction energy that is often surprisingly close to the value expected from the continuum Lifshitz theory of van der Waals forces (Section 11.10). For example, the Lifshitz Hamaker constant for the
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(x) Non-linear (asymmetric) and branched chain molecules. Irregularly shaped chain molecules with side groups or branching lack a symmetry axis and so cannot easily order into discrete layers or other ordered structure within a confined space. In such cases the liquid film remains disordered or amorphous and the force law is not oscillatory but monotonic. An example of this is shown in Fig. 13.5 for iso-octadecane where we see how a single methyl side-group on an otherwise linear 18-carbon chain has totally eliminated the oscillations. Similar effects occur with branched polymer melts, such as polybutadiene (Israelachvili and Kott, 1988).

(xi) Effect of polydispersity. A small degree of polydispersity appears to have only a small effect on the force law so long as the mixture remains homologous. For example, a polydispersity mixture of n-alkanes or a polydisperse polymer melt exhibits similar equilibrium force laws to those of the pure one-component liquids (though the times to reach equilibrium may differ significantly).

(xii) Effect of molecular polarity (dipole moment and H-bonds). The measured oscillatory solvation force laws for polar liquids such as acetone (dipole moment: \( u = 2.85D \)) are not very different from those of non-polar liquids of similar molecular size and shape. Similarly, in polar and hydrogen-bonding liquids of high dielectric constant such as propylene carbonate (\( \varepsilon = 65, u = 4.9D \)), methanol (\( \varepsilon = 33, u = 1.7D \)), and ethylene glycol (\( \varepsilon = 41, u = 1.9D \)) containing dissolved ions, the force is well described by the continuum DLVO theory at large distances, but at smaller distances the oscillatory solvation force dominates the interaction (Fig. 13.6). It appears, therefore, that dipoles and H-bonds do not have a large effect on the magnitude and range of oscillatory forces (though H-bonds may introduce additional monotonic forces, discussed below).

(xiii) Effect of surface structure and roughness. It is now appreciated that the structure of the confining surfaces is just as important as the nature of the liquid for determining the solvation forces. As we have seen, between two surfaces that are completely smooth (or 'unstructured') the liquid molecules will be induced to order into layers, but there will be no lateral ordering within the layers. In other words, there will be positional ordering normal but not parallel to the surfaces. However, if the surfaces have a crystalline (periodic) lattice, this will induce ordering parallel to the surfaces as well (Fig. 13.7), and the oscillatory force will now also depend on the structure of the surface lattices. Further, if the lattices of two opposing structured surfaces are not in register but are at some ‘twist angle’ relative to each other, or if the two lattices have different dimensions (‘mismatched’ or ‘incommensurate’ lattices), the oscillatory force will be further modified as will the adhesion energy (McGuigan and Israelachvili, 1990).

On the other hand, for surfaces that are randomly rough, the oscillatory force becomes smoothed out and disappears altogether, to be replaced by a purely monotonic solvation force (Christenson, 1986). This occurs even if the liquid molecules themselves are perfectly capable of ordering into layers. The situation of symmetric liquid molecules confined between rough surfaces, is therefore not unlike that of asymmetric molecules between smooth surfaces, discussed in (x) above.

To summarize, for there to be an oscillatory solvation force, the liquid molecules must be able to be correlated over a reasonably long range. This requires that both the liquid molecules and the surfaces have a high degree of order or symmetry. If either is missing, so will the oscillations. A roughness of only a few ångstroms is often sufficient to eliminate any oscillatory component of a force law (Gee and Israelachvili, 1990).

(xiv) Effect of surface curvature and geometry. It is easy to understand how oscillatory forces arise between two flat, plane parallel surfaces (Figs 13.1 and 13.7). Between two curved surfaces, e.g., two spheres, one might imagine
(xii) Effect of molecular polarity (dipole moment and H-bonds). The measured oscillatory solvation force laws for polar liquids such as acetone (dipole moment: \( u = 2.85D \)) are not very different from those of non-polar liquids of similar molecular size and shape. Similarly, in polar and hydrogen-bonding liquids of high dielectric constant such as propylene carbonate (\( \varepsilon = 65, u = 4.9D \)), methanol (\( \varepsilon = 33, u = 1.7D \)), and ethylene glycol (\( \varepsilon = 41, u = 1.9D \)) containing dissolved ions, the force is well described by the continuum DLVO theory at large distances, but at smaller distances the oscillatory solvation force dominates the interaction (Fig. 13.6). It appears, therefore, that dipoles and H-bonds do not have a large effect on the magnitude and range of oscillatory forces (though H-bonds may introduce additional monotonotonic forces, discussed below).

(xiii) Effect of surface structure and roughness. It is now appreciated that the structure of the confining surfaces is just as important as the nature of the liquid for determining the solvation forces. As we have seen, between two surfaces that are completely smooth (or 'unstructured') the liquid molecules will be induced to order into layers, but there will be no lateral ordering within the layers. In other words, there will be positional ordering normal but not parallel to the surfaces. However, if the surfaces have a crystalline (or periodic) lattice, this will induce ordering parallel to the surfaces as well (Fig. 13.7), and the oscillatory force will now also depend on the structure of the surface lattices. Further, if the lattices of two opposing surfaces are not in register but are at some 'twist angle' relative to each other, or if the two lattices have different dimensions ('mismatched' or 'incommensurate' lattices), the oscillatory force will be further modified as will the adhesion energy (McGuigan and Israelachvili, 1990).

On the other hand, for surfaces that are randomly rough, the oscillatory force becomes smoothed out and disappears altogether, to be replaced by a purely monotonic solvation force (Christenson, 1986). This occurs even if the liquid molecules themselves are perfectly capable of ordering into layers. The situation of symmetric liquid molecules confined between rough surfaces, is therefore not unlike that of asymmetric molecules between smooth surfaces, discussed in (x) above.

To summarize, for there to be an oscillatory solvation force, the liquid molecules must be able to be correlated over a reasonably long range. This requires that both the liquid molecules and the surfaces have a high degree of order or symmetry. If either is missing, so will the oscillations. A roughness of only a few ångstroms is often sufficient to eliminate any oscillatory component of a force law (Gee and Israelachvili, 1990).

(xiv) Effect of surface curvature and geometry. It is easy to understand how oscillatory forces arise between two flat, plane parallel surfaces (Figs 13.1 and 13.7). Between two curved surfaces, e.g., two spheres, one might imagine
the molecular ordering and oscillatory forces to be smeared out in the same way that they are smeared out between two randomly rough surfaces. However, this is not the case. Ordering can occur so long as the curvature or roughness is itself regular or uniform, i.e., not random. This interesting matter is explored in Problem 13.2.

13.5 Solvation Forces in Aqueous Systems: Repulsive ‘Hydration’ Forces

Certain clays, surfactant soap films, uncharged lipid bilayers and biological membranes swell spontaneously or repel each other in aqueous solutions, and silica dispersions and other colloidal particles sometimes remain ‘stable’ in very high salt. And yet in all these systems one would expect the surfaces or particles to remain in strong adhesive contact or coagulate in a primary minimum if the only forces operating were DLVO and oscillatory solvation forces.

There are many other aqueous systems where DLVO theory fails and where there is an additional short-range force that is not oscillatory but smoothly varying, i.e., monotonic. Between hydrophilic surfaces this force is exponentially repulsive and is commonly referred to as the hydration or structural force. The origin and nature of this force has long been controversial, especially in the colloidal and biological literature. Repulsive hydration forces appear to arise whenever water molecules strongly bind to surfaces containing

Fig. 13.7. Schematic of how real surfaces, possessing crystalline structure, force the liquid molecules between them to adopt lateral, solid-like ordering commensurate with the atomic corrugations of the surfaces. This ordering is in addition to the layering, which occurs even between smooth unstructured surfaces.
the molecular ordering and oscillatory forces to be smeared out in the same way that they are smeared out between two randomly rough surfaces. However, this is not the case. Ordering can occur so long as the curvature or roughness is itself regular or uniform, i.e., not random. This interesting matter is explored in Problem 13.2.
hydrophilic groups, i.e., certain ionic, zwitterionic, or H-bonding groups, and their strength depends on the energy needed to disrupt the hydrogen-bonding network and/or dehydrate two surfaces as they approach each other. There are two types of such forces.

**Steric hydration forces between fluid-like amphiphilic surfaces**

Very strong short-range monotonically repulsive forces have been measured across soap films composed of various surfactant monolayers as well as across uncharged bilayers composed of lipids with zwitterionic or sugar headgroups (Fig. 13.8a,b). These forces have a range of 1–2 nm and an exponential decay length of 0.1–0.3 nm, both of which increase with the temperature and 'fluidity' of these highly mobile amphiphilic structures (Chapter 18). While the hydrophilicity of such surfaces is due to the presence of strongly hydrophobic groups such as \( \text{N(CH}_2\text{)}_3^+ \) or \( \text{PO}_4^- \), and sugar groups (see Table 8.2), the repulsive force between them is essentially entropic—arising from the overlap of the thermally excited chains and headgroups protruding from these surfaces as they approach each other. Such forces are more akin to the 'steric' forces or 'thermal fluctuation' forces between two polymer-covered or fluid-like interfaces, and they will be considered in Chapters 14 and 18.

**Repulsive hydration forces between solid crystalline hydrophilic surfaces**

In the case of silica, mica, certain clays and many hydrophilic colloidal particles, the hydration forces are believed to arise from strongly H-bonding surface groups, such as hydrated ions or hydroxyl (\( \text{OH}^- \)) groups, which modify the H-bonding network of liquid water adjacent to them. Since this network is quite extensive in range (Stanley and Teixeira, 1980) the resulting interaction force is also of relatively long range.

Repulsive hydration forces were first extensively studied between clay surfaces (van Olphen, 1977). More recently they have been measured in detail between mica and silica surfaces (Figs 13.8c and 13.9) where they have been found to decay exponentially with decay lengths of about 1 nm. Their effective range is about 3–5 nm, which is about twice the range of the oscillatory solvation force in water. Empirically, therefore, the hydration repulsion between two hydrophilic surfaces appears to follow the simple equation

\[
W = W_0 e^{-D/\lambda_0}
\]

(13.9)

where \( \lambda_0 \approx 0.6–1.1 \text{ nm} \) for 1:1 electrolytes (Pashley, 1982), and where \( W_0 \) depends on the hydration of the surfaces but is usually below 3–30 mJ m\(^{-2}\)—higher \( W_0 \) values generally being associated with lower \( \lambda_0 \) values.

In a series of experiments to identify the factors that regulate hydration forces, Pashley (1981a,b, 1982, 1985) and Pashley and Israelachvili (1984) found that the interaction between molecularly smooth mica surfaces in dilute electrolyte solutions obeys the DLVO theory. However, at higher salt
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Very strong short-range monotonically repulsive forces have been measured across soap films composed of various surfactant monolayers as well as across uncharged bilayers composed of lipids with zwitterionic or sugar headgroups (Fig. 13.8a,b). These forces have a range of 1–2 nm and an exponential decay length of 0.1–0.3 nm, both of which increase with the temperature and ‘fluidity’ of these highly mobile amphiphilic structures (Chapter 18). While the hydrophilicity of such surfaces is due to the presence of strongly hydrophilic groups such as $\text{N(CH}_3\text{)}_3^+$, phosphate $\text{PO}_4^{-}$, and sugar groups (see Table 8.2), the repulsive force between them is essentially entropic—arising from the overlap of the thermally excited chains and headgroups protruding from these surfaces as they approach each other. Such forces are more akin to the ‘steric’ forces or ‘thermal fluctuation’ forces between two polymer-covered or fluid-like interfaces, and they will be considered in Chapters 14 and 18.

**Repulsive hydration forces between solid crystalline hydrophilic surfaces**

In the case of silica, mica, certain clays and many hydrophilic colloidal particles the hydration forces are believed to arise from strongly H-bonding surface groups, such as hydrated ions or hydroxyl (−OH) groups, which modify the H-bonding network of liquid water adjacent to them. Since this network is quite extensive in range (Stanley and Teixeira, 1980) the resulting interaction force is also of relatively long range.

Repulsive hydration forces were first extensively studied between clay surfaces (van Olphen, 1977). More recently they have been measured in detail between mica and silica surfaces (Figs 13.8c and 13.9) where they have been found to decay exponentially with decay lengths of about 1 nm. Their effective range is about 3–5 nm, which is about twice the range of the oscillatory solvation force in water. Empirically, therefore, the hydration repulsion between two hydrophilic surfaces appears to follow the simple equation

$$W = W_0 e^{-D/\lambda_h}$$

(13.9)

where $\lambda_h \approx 0.6–1.1$ nm for 1:1 electrolytes (Pashley, 1982), and where $W_0$ depends on the hydration of the surfaces but is usually below 3–30 mJ m$^{-2}$—higher $W_0$ values generally being associated with lower $\lambda_h$ values.

In a series of experiments to identify the factors that regulate hydration forces, Pashley (1981a,b, 1982, 1985) and Pashley and Israelachvili (1984) found that the interaction between molecularly smooth mica surfaces in dilute electrolyte solutions obeys the DLVO theory. However, at higher salt
concentrations, specific to each electrolyte, hydrated cations bind to the negatively charged surfaces and give rise to a repulsive hydration force (Fig. 13.9). This is believed to be due to the energy needed to dehydrate the bound cations, which presumably retain some of their water of hydration on binding. This conclusion was arrived at after noting that the strength and range of the hydration forces increase with the hydration number of the cations (cf. Table 4.2) in the order $\text{Mg}^{2+} > \text{Ca}^{2+} > \text{Li}^{+} > \text{Na}^{+} > \text{K}^{+} > \text{Cs}^{+}$. In acid solutions, where only protons bind to the surfaces, no hydration forces were observed (presumably because protons penetrate into the mica lattice) and the measured force laws were close to those expected from DLVO theory at all proton concentrations (pH values).

Israelachvili and Pashley (1983) also found that while the hydration force between two mica surfaces is overall repulsive below about 4 nm, it is not always monotonic below about 1.5 nm but exhibits oscillations of mean periodicity $0.25 \pm 0.03$ nm, roughly equal to the diameter of the water molecule. This is shown in Fig. 13.10. In particular, they observed that the first three minima at $D \approx 0$, 0.28 and 0.56 nm occur at negative energies, a result that rationalizes observations on clay systems. Clay platelets such as motomorillonite repel each other increasingly strongly down to separations of $\sim 2$ nm (Viani et al., 1984). However, the platelets can also stack into stable aggregates with water interlayers of typical thickness 0.25 and 0.55 nm between them (Del Pennino et al., 1981). In chemistry we would refer to such structures as stable hydrates of fixed stoichiometry, while in physics we may think of them as experiencing an oscillatory force.

These experiments showed that hydration forces can be modified or regulated by exchanging ions of different hydrations on surfaces. Such regulated hydration effects also occur with other surfaces and systems (Israelachvili, 1985). For example, the force between two mercury surfaces...
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These experiments showed that hydration forces can be modified or regulated by exchanging ions of different hydrations on surfaces. Such regulated hydration effects also occur with other surfaces and systems (Israelachvili, 1985). For example, the force between two mercury surfaces
obey DLVO theory in various electrolyte solutions, but the surfaces fail to coalesce once ionic species (e.g., $\mathrm{I}^-$) specifically bind to the surfaces at higher concentrations (Usui et al., 1967; Usui and Yamasaki, 1969).

Regarding hydration regulation in colloidal dispersions, the effects of different electrolytes on the hydration forces between colloidal particles can determine whether they will coagulate or not. Figure 13.11 shows the experimentally determined regions of stability and instability of amphoteric polystyrene latex particles, composed of $-\mathrm{COO}^-\quad$ and $-\mathrm{NH}_2^+$ groups, in $\mathrm{CsNO}_3$ and $\mathrm{KNO}_3$ solutions. In concentrated $\mathrm{CsNO}_3$ solutions, $\mathrm{Cs}^+$ ions bind to the surfaces at high pH (where there is no competition from protons). But the hydration forces are weak because $\mathrm{Cs}^+$ is weakly hydrated, and the stability/instability regions are indeed explicable by DLVO theory. However, in concentrated $\mathrm{KNO}_3$ and more so in $\mathrm{LiNO}_3$ solutions the particles remain stable, even at the isoelectric point, because of the stronger hydration forces arising from the binding of the more hydrated $\mathrm{K}^+$ and $\mathrm{Li}^+$ ions.

Similar effects occur in other colloidal systems. Thus, the effectiveness of monovalent cations as coagulants usually decreases according to the so-called 'lyotropic series', viz., $\mathrm{Cs}^+ > \mathrm{K}^+ > \mathrm{Na}^+ > \mathrm{Li}^+$ for monovalent ions, and $\mathrm{Ca}^{2+} > \mathrm{Mg}^{2+}$ for divalent ions (Hiemenz, 1977), consistent with the model experiments on mica and exactly as expected from the increasing hydration of these ions. Computer simulations of the interactions between alkali metal and chloride ions in water (Pettitt and Rossky, 1986) also show that the depth of the primary potential minimum becomes deeper on going from $\mathrm{Li}^+\quad\mathrm{Cl}^-\quad$ to $\mathrm{Na}^+\quad\mathrm{Cl}^-\quad$ to $\mathrm{K}^+\quad\mathrm{Cl}^-$ (rather than the opposite as would be expected from the unhydrated bare ion radii of these ions). Likewise, between similar ions, the range of the repulsion in water appears to increase on going from $\mathrm{K}^+\quad\mathrm{K}^+\quad$ to $\mathrm{Na}^+\quad\mathrm{Na}^+\quad$ to $\mathrm{Li}^+\quad\mathrm{Li}^+$.

Reactive hydration forces are important in many phenomena. For example, they are believed to be responsible for the unexpectedly thick wetting films of water on silica, discussed in Section 12.9. The fact that these forces can often be regulated by ion exchange makes them useful for controlling various technological processes such as clay swelling (Quirk, 1968), ceramic processing and rheology (Velamakanni et al., 1990), and colloidal and bubble coalescence (Frens and Overbeek, 1972; Healy et al., 1978; Elimelech, 1990; Lessard and Zieminski, 1971).

From the previous discussions we can infer that the hydration force is not of a simple nature, and it may be fair to say that it is probably the most important yet the least understood of all the forces in liquids. Clearly, the almost unique properties of water are implicated, but the nature of the surfaces is equally important. Some particle surfaces can have their hydrophilicity regulated, for example, by ion exchange. These can then be coagulated by simply adding more salt or changing the pH. Other surfaces appear to be intrinsically hydrophobic (e.g., silica and lecithin) and cannot be coagulated by changing the ionic conditions. However, such surfaces can often be rendered hydrophobic by chemically modifying their surface groups. For example, by heating silica to above 600°C, two surface — OH groups release a water molecule and combine to form a hydrophobic — O — group, whereas the exponentially repulsive hydration force changes into an exponentially attractive hydrophobic force of similar decay length (see next section).

How do exponentially decaying hydration forces arise? Theoretical work and computer simulations by Jönsson (1981), Christou et al. (1981), Kjellander and Marcella (1985a,b), and Henderson and Lozada-Cassou (1986) suggest that the solvation forces in water should be purely oscillatory, while other theoretical studies (Marcella and Radic, 1976; Marcella et al., 1977; Grueen and Marcella, 1983; Jönsson and Wennerström, 1983; Schiby and Ruckenstein, 1983; Lutz et al., 1987; Attard and Batchelor, 1988) suggest a monotonic exponential repulsion or attraction, possibly superimposed on an oscillatory profile. The latter is consistent with experimental findings, as shown in the inset to Fig. 13.9 where it appears that the oscillatory force is simply additive with the monotonic hydration and DLVO forces, suggesting that these arise from essentially different mechanisms.
obeys DLVO theory in various electrolyte solutions, but the surfaces fail to coalesce once ionic species (e.g., $I^-$) specifically bind to the surfaces at higher concentrations (Usui et al., 1967; Usui and Yamasaki, 1969).

Regarding hydration regulation in colloidal dispersions, the effects of different electrolytes on the hydration forces between colloidal particles can be determined whether they will coagulate or not. Figure 13.11 shows the experimentally determined regions of stability and instability of amphoteric polystyrene latex particles, composed of $-\text{COO}^-$ and $-\text{NH}_3^+$ groups, in Ca(NO$_3$)$_2$ and KNO$_3$ solutions. In concentrated Ca(NO$_3$)$_2$ solutions, Ca$^+$ ions bind to the surfaces at high pH (where there is no competition from protons). But the hydration forces are weak because Cs$^+$ is weakly hydrated, and the stability/instability regions are indeed explicable by DLVO theory. However, in concentrated KNO$_3$ and more so in LiNO$_3$ solutions the particles remain stable, even at the isoelectric point, because of the stronger hydration forces arising from the binding of the more hydrated K$^+$ and Li$^+$ ions.

Similar effects occur in other colloidal systems. Thus, the effectiveness of monovalent cations as coagulants usually decreases according to the so-called 'lyotropic series', viz., $\text{Ca}^{2+} > \text{K}^+ > \text{Na}^+ > \text{Li}^+$ for monovalent ions, and $\text{Ca}^{2+} > \text{Mg}^{2+}$ for divalent ions (Hiemenz, 1977), consistent with the model experiments on mica and exactly as expected from the increasing hydration of these ions. Computer simulations of the interactions between alkali metal and chloride ions in water (Pettitt and Rossky, 1986) also show that the depth of the primary potential minimum becomes deeper on going from $\text{Li}^+ - \text{Cl}^-$ to $\text{Na}^+ - \text{Cl}^-$ to $\text{K}^+ - \text{Cl}^-$ (rather than the opposite as would be expected from the unhydrated bare ion radii of these ions). Likewise, between similar ions, the range of the repulsion in water appears to increase on going from $\text{K}^+ - \text{K}^+$ to $\text{Na}^+ - \text{Na}^+$ to $\text{Li}^+ - \text{Li}^+$.

Repulsive hydration forces are important in many phenomena. For example, they are believed to be responsible for the unexpectedly thick wetting films of water on silica, discussed in Section 12.9. The fact that these forces can often be regulated by ion exchange makes them useful for controlling various technological processes such as clay swelling (Quirk, 1968), ceramic processing and rheology (Velamakanni et al., 1990), and colloidal and bubble coalescence (Frens and Overbeek, 1972; Healy et al., 1978; Elimelech, 1990; Lessard and Zieminska, 1971).

From the previous discussions we can infer that the hydration force is not of a simple nature, and it may be fair to say that it is probably the most important yet the least understood of all the forces in liquids. Clearly, the almost unique properties of water are implicated, but the nature of the surfaces is equally important. Some particle surfaces can have their hydrophilicity regulated, for example, by ion exchange. These can be coagulated by simply adding more salt or changing the pH. Other surfaces appear to be intrinsically hydrophilic (e.g., silica and lecithin) and cannot be coagulated by changing the ionic conditions. However, such surfaces can often be rendered hydrophobic by chemically modifying their surface groups. For example, by heating silica to above 600°C, two surface —OH groups release a water molecule and combine to form a hydrophobic —O— group, whence the exponentially repulsive hydration force changes into an exponentially attractive hydrophobic force of similar decay length (see next section).

How do exponentially decaying hydration forces arise? Theoretical work and computer simulations by Jönsson (1981), Christou et al. (1981), Kjellander and Marcelja (1985a,b), and Henderson and Lozada-Cassou (1986) suggest that the solvation forces in water should be purely oscillatory, while other theoretical studies (Marcelja and Radic, 1976; Marcelja et al., 1977; Grueen and Marcelja, 1983; Jönsson and Wennerström, 1983; Schiby and Ruckenstein, 1983; Luzzati et al., 1987; Attard and Batchelor, 1988) suggest a monotonic exponential repulsion or attraction, possibly superimposed on an oscillatory profile. The latter is consistent with experimental findings, as shown in the inset to Fig. 13.9 where it appears that the oscillatory force is simply additive with the monotonic hydration and DLVO forces, suggesting that these arise from essentially different mechanisms.

---

Fig. 13.11: Domains of stability and instability (coagulation) of a dispersion of amphoteric 'latex' particles whose surfaces contain COO$^-$ and NH$_3^+$ groups. (a) In Ca(NO$_3$)$_2$ solutions the behaviour is 'ideal'—that expected from DLVO theory. (b) In KNO$_3$, and to an even greater extent in LiNO$_3$, it is not—the expected coagulation does not occur in high salt above the isoelectric point (iep = 7.2). (From Healy et al., 1978.)
It is probable that the short-range hydration force between all smooth, rigid or crystalline surfaces (e.g., mineral surfaces such as mica) has an oscillatory component. This may or may not be superimposed on a monotonically repulsive profile due to image interactions (Jönsson and Wennemarström, 1983) and/or to structural or H-bonding polarization interactions (Marcelja and Radic, 1976; Gruen and Marcelja, 1983).

It also appears that between rough surfaces (e.g., of silica) and especially between fluid surfaces (e.g., of lipid bilayers), the oscillations are smeared out and that any longer-ranged structural force collapses. What remains is a much shorter-ranged monotonic hydration repulsion, as has so far always been observed with such systems (Fig. 13.8). This would be in addition to any monotonically repulsive 'steric' interaction which arises between fluid-like surfaces, as discussed in Chapters 14 and 18.

It is clear that the situation in water is governed by much more than the simple molecular packing effects that seem to dominate the interactions in non-aqueous liquids. In Part III we continue to consider the role of hydration, hydrophobic and steric forces in the interactions between micelles, bilayers, biological membranes and other macromolecular structures.

### 13.6 Solvation Forces in Aqueous Systems: Attractive 'Hydrophobic' Forces

A hydrophobic surface is one that is inert to water in the sense that it cannot bind to water molecules via ionic or hydrogen bonds. In Chapter 8 we saw that the orientation of water molecules in contact with a hydrophobic molecule is entropically unfavourable and that two such molecules therefore attract each other, since by coming together the entropically unfavoured water is ejected into the bulk thereby reducing the total free energy of the system. Similar effects occur between hydrophobic surfaces in water. Hydrocarbons and fluorocarbons are hydrophobic, as is air, and the strongly attractive hydrophobic force between such surfaces has many important manifestations and consequences, some of which are illustrated in Fig. 13.12.

In recent years there has been a steady accumulation of experimental data on the force laws between various hydrophobic surfaces in aqueous solutions. These surfaces include mica surfaces coated with surfactant monolayers exposing hydrocarbon or fluorocarbon groups (Israelachvili and Pashley, 1982b; Pashley et al., 1985; Claesson et al., 1986a; Claesson and Christenson, 1988; Parker et al., 1989b; Kurihara et al., 1990), and silica and mica surfaces that had been rendered hydrophobic by chemical methylolation or plasma etching (Rabinovich and Derjaguin, 1988; Parker et al., 1989b; Christenson et al., 1990). These studies have found that the hydrophobic force law between two macroscopic surfaces is of surprisingly long range, decaying exponentially with a characteristic decay length of 1–2 nm in the range 0–10 nm, and then more gradually farther out. The hydrophobic force can be far stronger than the van der Waals attraction, especially between hydrocarbon surfaces for which the Hamaker constant is quite small.

As might be expected, the magnitude of the hydrophobic attraction falls...
It is probable that the short-range hydration force between all smooth, rigid or crystalline surfaces (e.g., mineral surfaces such as mica) has an oscillatory component. This may or may not be superimposed on a monotonically repulsive profile due to image interactions (Jönsson and Wennersström, 1983) and/or to structural or H-bonding polarization interactions (Marcelja and Radic, 1976; Gruen and Marcelja, 1983).

It also appears that between rough surfaces (e.g., of silica) and especially between fluid surfaces (e.g., of lipid bilayers), the oscillations are smeared out and that any longer-ranged structural force collapses. What remains is a much shorter-ranged monotonic hydration repulsion, as has so far always been observed with such systems (Fig. 13.8). This would be in addition to any monotonically repulsive ‘steric’ interaction which arises between fluid-like surfaces, as discussed in Chapters 14 and 18.

It is clear that the situation in water is governed by much more than the simple molecular packing effects that seem to dominate the interactions in non-aqueous liquids. In Part III we continue to consider the role of hydration, hydrophobic and steric forces in the interactions between micelles, bilayers, biological membranes and other macromolecular structures.

13.6 Solvation Forces in Aqueous Systems: Attractive ‘Hydrophobic’ Forces

A hydrophobic surface is one that is inert to water in the sense that it cannot bind to water molecules via ionic or hydrogen bonds. In Chapter 8 we saw that the orientation of water molecules in contact with a hydrophobic molecule is entropically unfavourable and that two such molecules therefore attract each other, since by coming together the entropically unfavoured water is ejected into the bulk thereby reducing the total free energy of the system. Similar effects occur between hydrophobic surfaces in water. Hydrocarbons and fluorocarbons are hydrophobic, as is air, and the strongly attractive hydrophobic force between such surfaces has many important manifestations and consequences, some of which are illustrated in Fig. 13.12.

In recent years there has been a steady accumulation of experimental data on the force laws between various hydrophobic surfaces in aqueous solutions. These surfaces include mica surfaces coated with surfactant monolayers exposing hydrocarbon or fluorocarbon groups (Israelachvili and Pashley, 1982b; Pashley et al., 1985; Claesson et al., 1986a; Claesson and Christenson, 1988; Parker et al., 1989b; Kurihara et al., 1990), and silica and mica surfaces that had been rendered hydrophobic by chemical methylation or plasma etching (Rabinovich and Derjaguin, 1988; Parker et al., 1989b; Christenson et al., 1990). These studies have found that the hydrophobic force law between two macroscopic surfaces is of surprisingly long range, decaying exponentially with a characteristic decay length of 1–2 nm in the range 0–10 nm, and then more gradually farther out. The hydrophobic force can be far stronger than the van der Waals attraction, especially between hydrocarbon surfaces for which the Hamaker constant is quite small.

As might be expected, the magnitude of the hydrophobic attraction falls
with the decreasing hydrophobicity (increasing hydrophilicity) of surfaces as judged from measurements of their interfacial energy with water \( \gamma \), or from the contact angle of water on them (Chapter 15). Thus, for two surfaces in water, their purely hydrophobic interaction energy (i.e., ignoring DLVO and oscillatory forces) in the range 0–10 nm is given by

\[
W = -2\gamma e^{-\lambda_0 / \lambda_h}
\]

where, typically, \( \gamma = 10–50 \text{ mJ m}^{-2} \), and \( \lambda_0 = 1–2 \text{ nm} \).

At separation below 10 nm the hydrophobic force appears to be insensitive or only weakly sensitive to changes in the type and concentration of electrolyte ions in the solution. The absence of a 'screening' effect by ions attests to the non-electrostatic origin of this interaction. In contrast, some experiments have shown that at separations greater than 10 nm the attraction does depend on the intervening electrolyte, and that in dilute solutions, or solutions containing divalent ions, it can continue to exceed the van der Waals attraction out to separations of 80 nm (Christenson et al., 1989, 1990).

The long-range nature of the hydrophobic interaction has a number of important consequences (Fig. 13.12). It accounts for the rapid coagulation of hydrophobic particles in water (Xu and Yoon, 1990) and may also account for the rapid folding of proteins. It also explains the ease with which water films rupture on hydrophobic surfaces (Tchalliova et al., 1990). In this the van der Waals force across the water film is repulsive (Section 11.6) and therefore favours wetting, but this is more than offset by the attractive hydrophobic interaction acting between the two hydrophobic phases across water (remember that air is hydrophobic!).

Like the repulsive hydration force, the origin of the hydrophobic force is still unknown. Luzar et al. (1987) carried out a Monte Carlo simulation of the interaction between two hydrophobic surfaces across water at separations below 1.5 nm. They obtained a decaying oscillatory force superimposed on a monotonically attractive curve, i.e., similar but of opposite sign to the upper curve in the inset to Fig. 13.9. Figure 13.3 illustrates the way the hydration force between two solid surfaces in water is believed to vary as the surfaces change progressively from being strongly hydrophilic (top curve) to strongly hydrophobic (bottom curve). At each extreme the hydration force can be far stronger than any of the DLVO forces, thereby dominating the short-range interaction and adhesion. However, for surfaces that have no net hydrophilic or hydrophobic character the force law is of the DLVO type, with oscillations superimposed at small separations, and with the adhesion energy at contact often well described by the Lifshitz theory (Fig. 13.3, arrow).

Between amphiphilic surfaces (e.g., of lipid bilayers) the attraction appears to be well described by the van der Waals force, but only when the hydrophilic headgroups completely screen the hydrophobic hydrocarbon chains from the water phase (Marra and Israelachvili, 1985; Marra, 1985, 1986a). However, the attraction becomes progressively more attractive and longer ranged, i.e., more hydrophobic, as these elastic bilayers are stressed to expose more of their hydrophobic groups to the water (Helm et al., 1989). Some headgroups become more hydrophobic at higher temperatures (see Chapter 8). In such cases the attraction also increases with temperature, as shown in Fig. 13.13. We shall return to consider other aspects of the complex interactions of amphiphilic molecules and surfaces in Chapter 14 and in Part III.

As already mentioned, the origins of both the monotonically repulsive and attractive hydration forces are as yet unclear. Their long range makes it
with the decreasing hydrophobicity (increasing hydrophilicity) of surfaces as
depicted from measurements of their interfacial energy with water $\gamma_i$ or from
the contact angle of water on them (Chapter 15). Thus, for two surfaces in
water, their purely hydrophobic interaction energy (i.e., ignoring DLVO and
oscillatory forces) in the range 0–10 nm is given by

$$W = -2\gamma_i e^{-\sigma/\lambda_0}$$  \hspace{1cm} (13.10)

where, typically, $\gamma_i = 10–50$ mJ m$^{-2}$, and $\lambda_0 = 1–2$ nm.

At separation below 10 nm the hydrophobic force appears to be insensitive or
only weakly sensitive to changes in the type and concentration of electrolyte
ions in the solution. The absence of a ‘screening’ effect by ions attests to the
non-electrostatic origin of this interaction. In contrast, some experiments
have shown that at separations greater than 10 nm the attraction does depend
on the intervening electrolyte, and that in dilute solutions, or solutions
containing divalent ions, it can continue to exceed the van der Waals
attraction out to separations of 80 nm (Christenson et al., 1989, 1990).

The long-range nature of the hydrophobic interaction has a number of
important consequences (Fig. 13.12). It accounts for the rapid coagulation
of hydrophobic particles in water (Xu and Yoon, 1990) and may also account
for the rapid folding of proteins. It also explains the ease with which water
films rupture on hydrophobic surfaces (Tchalilovka et al., 1990). In this the
van der Waals force across the water film is repulsive (Section 11.6) and
therefore favours wetting, but this is more than offset by the attractive
hydrophobic interaction acting between the two hydrophobic phases across
water (remember that air is hydrophobic!).

Like the repulsive hydration force, the origin of the hydrophobic force is
still unknown. Letar et al. (1987) carried out a Monte Carlo simulation of
the interaction between two hydrophobic surfaces across water at separations
below 1.5 nm. They obtained a decaying oscillatory force superimposed on
a monotonically attractive curve, i.e., similar but of opposite sign to the
upper curve in the inset to Fig. 13.9. Figure 13.3 illustrates the way the
hydration force between two solid surfaces in water is believed to vary as
the surfaces change progressively from being strongly hydrophobic (top curve)
up to strongly hydrophobic (bottom curve). At each extreme the hydration force
can be far stronger than any of the DLVO forces, thereby dominating the
short-range interaction and adhesion. However, for surfaces that have no
net hydrophilic or hydrophobic character the force law is of the DLVO type,
with oscillations superimposed at small separations, and with the adhesion
energy at contact often well described by the Lifshitz theory (Fig. 13.3, arrow).

Between amphiphilic surfaces (e.g., of lipid bilayers) the attraction appears
to be well described by the van der Waals force, but only when the hydrophilic
headgroups completely screen the hydrophobic hydrocarbon chains from
the water phase (Marra and Israelachvili, 1985; Marra, 1985, 1986a).
However, the attraction becomes progressively more attractive and longer
ranged, i.e., more hydrophobic, as these elastic bilayers are stressed to expose
more of their hydrophobic groups to the water (Helm et al., 1989). Some
headgroups become more hydrophobic at higher temperatures (see Chapter 8).
In such cases the attraction also increases with temperature, as shown in
Fig. 13.13. We shall return to consider other aspects of the complex
interactions of amphiphilic molecules and surfaces in Chapter 14 and in
Part III.
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attractive hydration forces are as yet unclear. Their long range makes it

Fig. 13.13. Example of increasing attraction with temperature characteristic of hydrophobic forces: measured forces between monolayers of the nonionic surfactant C$_{12}$E$_5$ (see Table 16.1) in water whose hydrocarbon/ethylene-oxide interface is believed to become increasingly more hydrophobic at higher temperatures. (From Claesson et al., 1986b.)
difficult to carry out Monte Carlo or Molecular Dynamics simulations because—unlike the case with the relatively short-range oscillatory solvation forces—these much longer ranged forces would require many hundreds or thousands of water molecules for a successful simulation. Since both these forces have been found to be exponential with similar decay lengths, the repulsive force may simply be a negative form of the attractive force, with the sign of the interaction merely depending on how the water molecules or H-bonds are oriented at each surface.

It is likely that both the orientation and density of water molecules at a surface are important in determining the overall hydration force. As we have seen in Section 13.3 simple theoretical considerations show that a repulsive force arises when the density of water between the two surfaces increases as they approach each other, while an attractive interaction arises if the density falls, i.e., if the region between the two surfaces becomes depleted of water. For sufficiently hydrophobic surfaces the latter should result in the spontaneous nucleation of a vapour phase, or cavity, between the two surfaces, an effect that has actually been observed (Christenson and Claesson, 1988).

It is questionable whether the hydration or hydrophobic force should be viewed as an ordinary type of solvation or structural force—simply reflecting the packing of the water molecules. It is important to note that for any given positional arrangement of water molecules, whether in the liquid or solid state, there is an almost infinite variety of ways the H-bonds can be interconnected over three-dimensional space while satisfying the 'Bernal–Fowler' rules requiring two donors and two acceptors per water molecule (Hobbs, 1974; Stanley and Teixeira, 1980). In other words, the 'H-bonding structure' is actually quite distinct from the 'molecular structure'. It is the energy (or entropy) associated with the H-bonding network and proton-hopping defects, which extends over a much larger region of space than the molecular correlations, that is probably at the root of the long-range solvation interactions of water.

PROBLEMS AND DISCUSSION TOPICS

13.1 From a consideration of the molecular size contribution to the solvation interaction between two surfaces, estimate the adhesive force per unit area (i.e., the pressure) between two flat surfaces in an inert liquid whose molecules occupy a volume of 40 Å³. Compare this value with what would be expected from the van der Waals force, assuming a typical Hamaker constant of \(10^{-20}\) J.

13.2 Starting from the approximate expression for the decaying oscillatory force (or pressure) between two flat but structured surfaces, Eq. (13.6), obtain an expression for the force law between a large sphere of radius \(R\) and a flat surface. What does your answer indicate concerning the 'smearing out' of oscillations between two curved solid surfaces? Will the same apply to (i) two solid surfaces that are randomly rough, and (ii) two fluid-like surfaces that are dynamically rough at any instant but smooth when averaged over time?

13.3 How do you envisage that the last layer of molecules are removed (squeezed out) between two real, i.e., structured and elastically deformable, surfaces as they come into final molecular contact with no solvent molecules between them? Make atomic-scale drawings of all the crucial intermediate stages to illustrate your model.

13.4 A liquid droplet of a thermotropic liquid crystal in the nematic phase is placed on a solid surface. The molecules of the nematic can be considered as short rigid rods (cigar-shaped) aligned in the same direction but having no long-range positional order. Discuss the factors that determine whether the molecules align parallel or perpendicular to the surface and how this affects the solvation force between two surfaces across the nematic liquid.

13.5 A colloidal dispersion is stable (i.e., the particles remain dispersed) when the solvent is pure water. On addition of a small amount of a certain electrolyte it becomes unstable (i.e., the particles coagulate). On progressive addition of the same electrolyte it becomes stable again, then unstable, then finally stable again at very high electrolyte concentration. Explain the phenomenon in qualitative terms, and suggest what is the likely nature of the surface of the colloidal particles and the type of electrolyte used.
difficult to carry out Monte Carlo or Molecular Dynamics simulations because—unlike the case with the relatively short-range oscillatory solvation forces—an expression for the force law between a large sphere of radius $R$ and a flat surface. What does your answer indicate concerning the 'smearing out' of oscillations between two curved solid surfaces? Will the same apply to (i) two solid surfaces that are randomly rough, and (ii) two fluid-like surfaces that are dynamically rough at any instant but smooth when averaged over time?

13.3 How do you envisage that the last layer of molecules are removed (squeezed out) between two real, i.e., structured and elastically deformable, surfaces as they come into final molecular contact with no solvent molecules between them? Make atomic-scale drawings of all the crucial intermediate stages to illustrate your model.

13.4 A liquid droplet of a thermotropic liquid crystal in the nematic phase is placed on a solid surface. The molecules of the nematic can be considered as short rigid rods (cigar-shaped) aligned in the same direction but having no long-range positional order. Discuss the factors that determine whether the molecules align parallel or perpendicular to the surface and how this affects the solvation force between two surfaces across the nematic liquid.

13.5 A colloidal dispersion is stable (i.e., the particles remain dispersed) when the solvent is pure water. On addition of a small amount of a certain electrolyte it becomes unstable (i.e., the particles coagulate). On progressive addition of the same electrolyte it becomes stable again, then unstable, then finally stable again at very high electrolyte concentration. Explain this phenomenon in qualitative terms, and suggest what is the likely nature of the surface of the colloidal particles and the type of electrolyte used.

**PROBLEMS AND DISCUSSION TOPICS**

13.1 From a consideration of the molecular size contribution to the solvation interaction between two surfaces, estimate the adhesive force per unit area (i.e., the pressure) between two flat surfaces in an inert liquid whose molecules occupy a volume of $40 \, \text{Å}^3$. Compare this value with what would be expected from the van der Waals force, assuming a typical Hamaker constant of $10^{-20} \, \text{J}$.

13.2 Starting from the approximate expression for the decaying oscillatory force (or pressure) between two flat but structured surfaces, Eq. (13.6), obtain
Chapter 14

Steric and Fluctuation Forces

14.1 Diffuse Interfaces

So far, we have assumed that all our interacting surfaces are smooth and rigid, possessing sharp well-defined boundaries. There are many instances where this is not the case, where interfaces are spatially diffuse, and where the forces between them depend on how their diffuse boundaries overlap. By a diffuse surface or interface we do not mean that it is simply ‘rough’, but rather that it has thermally mobile surface groups, i.e., that it is dynamically rough, not statically rough. There are two common types of such diffuse interfaces.

First, there is the interface that is inherently mobile or fluid-like, as occurs at liquid–liquid, liquid–vapour and some amphiphile–water interfaces. We have already seen in Section 13.1 (Fig. 13.1a) that a simple liquid–vapour surface has molecular-scale thermal fluctuations or protrusions. Even though the scale of these fluctuations may be no more than a few Ångstroms, this is sufficient to affect the molecular structure of the surfaces significantly. As we shall see, different types of fluctuations can arise depending on the shapes of the molecules and their specific interactions at an interface. In some cases the resulting protrusions can have quite large amplitudes. When two such surfaces or interfaces approach each other their protrusions become increasingly confined into a smaller region of space and, in the absence of any other interaction, a repulsive force arises associated with the unfavourable entropy of this confinement. Such forces are essentially entropic or osmotic in origin and are referred to as ‘thermal fluctuation’, ‘entropically driven’ or ‘protrusion’ forces.

The second type of a thermally diffuse interface occurs when chain molecules, attached at some point to a surface, dangle out into the solution where they are thermally mobile (like seaweed on the sea floor). On approach of another surface the entropy of confining these dangling chains again results in a repulsive entropic force which, for overlapping polymer molecules, is known as the ‘steric’ or ‘overlap’ repulsion.

For both of the above examples, complex molecular rearrangements and other interactions can lead to quite complex interaction potentials. For example, the force may be attractive before it becomes repulsive. We shall start by considering the second of the above cases—that associated with the interactions of polymer-covered surfaces.

14.2 Polymers at Surfaces

A polymer is a macromolecule composed of many monomer units or segments. If all the monomer units are the same, it is called a homopolymer, if different, a copolymer. Proteins are copolymers of amino acids. Some common polymers are listed in Table 14.1.

The molecular weight $M_0$ of a monomer unit is typically between 50 and 100, while the total molecular weight $M = nM_0$ can range from 1000 to above $10^6$. When in solution, a polymer chain can adopt a number of configurations depending on the net segment–segment forces in the liquid. If these are weak the polymer assumes the shape of an ‘unperturbed’ random coil, shown schematically in Fig. 14.1a. An important length scale is the root mean square radius of the polymer coil in solution. For an unperturbed coil this is known as the unperturbed radius of gyration, $R_g$ (Flory, 1953, 1969, Ch. 1) and is given by

$$R_g = l_n^{1/2} = l_n^{M/M_0},$$

(14.1)

where $n$ is the number of segments and $l$ the effective segment length. As an example, if $l = 1.0$ nm and the segment molecular weight is $M_0 = 200$, then for a polymer of $M = 10^6$ we obtain $R_g \approx 29$ nm. However, the real volume of the chain is only a small fraction of the volume encompassed by $R_g$. Thus, if the segment width is about the same as the segment length $l$, then the molecular volume is $\pi(l/2)^2nl \approx nl^3$, while the volume encompassed by $R_g$ is $\frac{4}{3}\pi R_g^3 \approx 0.308l^3$. The ratio of these volumes is $\sim \sqrt{n}/10$. Thus, for a polymer with $n = 1000$ segments, only about 1% of the random coil volume is actually occupied.

Equation (14.1) is valid so long as the solvent is ‘ideal’ for the polymer, i.e., so long as there are no interactions—either attractive, repulsive or excluded volume—between the segments in the solvent. In real (non-ideal) solvents the effective size of a coil can be larger or smaller than the unperturbed radius $R_g$, and is sometimes referred to as the Flory radius, $R_F$, where
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STERIC AND FLUCTUATION FORCES

14.1 Diffuse Interfaces

So far, we have assumed that all our interacting surfaces are smooth and rigid, possessing sharp well-defined boundaries. There are many instances where this is not the case, where interfaces are spatially diffuse, and where the forces between them depend on how their diffuse boundaries overlap. By a diffuse surface or interface we do not mean that it is simply 'rough', but rather that it has thermally mobile surface groups, i.e., that it is dynamically rough, not statically rough. There are two common types of such diffuse interfaces.

First, there is the interface that is inherently mobile or fluid-like, as occurs at liquid–liquid, liquid–vapour and some amphiphile–water interfaces. We have already seen in Section 13.1 (Fig. 13.1a) that a simple liquid–vapour surface has molecular-scale thermal fluctuations or protrusions. Even though the scale of these fluctuations may be no more than a few Ångstroms, this is sufficient to affect the molecular structure of the surfaces significantly. As we shall see, different types of fluctuations can arise depending on the shapes of the molecules and their specific interactions at an interface. In some cases the resulting protrusions can have quite large amplitudes. When two such surfaces or interfaces approach each other their protrusions become increasingly confined into a smaller region of space and, in the absence of any other interaction, a repulsive force arises associated with the unfavourable entropy of this confinement. Such forces are essentially entropic or osmotic in origin and are referred to as 'thermal fluctuation', 'entropically driven' or 'protrusion' forces.

The second type of a thermally diffuse interface occurs when chain molecules, attached at some point to a surface, dangle out into the solution where they are thermally mobile (like seaweed on the sea floor). On approach of another surface the entropy of confining these dangling chains again results in a repulsive entropic force which, for overlapping polymer molecules, is known as the 'steric' or 'overlap' repulsion.

For both of the above examples, complex molecular rearrangements and other interactions can lead to quite complex interaction potentials. For example, the force may be attractive before it becomes repulsive. We shall start by considering the second of the above cases — that associated with the interactions of polymer-covered surfaces.

14.2 Polymers at Surfaces

A polymer is a macromolecule composed of many monomer units or segments. If all the monomer units are the same, it is called a homopolymer, if different, a copolymer. Proteins are copolymers of amino acids. Some common polymers are listed in Table 14.1.

The molecular weight \( M_0 \) of a monomer unit is typically between 50 and 100, while the total molecular weight \( M = nM_0 \) can range from 1000 to above \( 10^6 \). When in solution, a polymer chain can adopt a number of configurations depending on the net segment–segment forces in the liquid. If these are weak the polymer assumes the shape of an 'unperturbed' random coil, shown schematically in Fig. 14.1a. An important length scale is the root mean square radius of the polymer coil in solution. For an unperturbed coil this is known as the unperturbed radius of gyration, \( R_g \) (Flory, 1953, 1969, Ch. 1) and is given by

\[
R_g = \frac{l\sqrt{n}}{\sqrt{6}} = \frac{l\sqrt{M/M_0}}{\sqrt{6}},
\]

where \( n \) is the number of segments and \( l \) the effective segment length. As an example, if \( l = 1.0 \text{ nm} \) and the segment molecular weight is \( M_0 = 200 \), then for a polymer of \( M = 10^4 \) we obtain \( R_g \approx 29 \text{ nm} \). However, the real volume of the chain is only a small fraction of the volume encompassed by \( R_g \). Thus, if the segment width is about the same as the segment length \( l \), then the molecular volume is \( \pi(l/2)^2nl \approx nl^3 \), while the volume encompassed by \( R_g \) is \( 4\pi R_g^3 \approx 0.3\pi n^3 l^3 \). The ratio of these volumes is \( \sim \sqrt{n}/10 \). Thus, for a polymer with \( n = 1000 \) segments, only about 1% of the random coil volume is actually occupied.

Equation (14.1) is valid so long as the solvent is 'ideal' for the polymer, i.e., so long as there are no interactions — either attractive, repulsive or excluded volume — between the segments in the solvent. In real (non-ideal) solvents the effective size of a coil can be larger or smaller than the unperturbed radius \( R_g \), and is sometimes referred to as the Flory radius, \( R_f \), where
### Table 14.1 Some common polymers and polymer groups

<table>
<thead>
<tr>
<th>Polymer families</th>
<th>Characteristic linkage or monomer unit</th>
<th>Uses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Polypeptides</strong></td>
<td>—NH—CO—</td>
<td>Proteins, wool, silk, steric stabilizers, colloidal additives</td>
</tr>
<tr>
<td>(amino acids)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Polyvinyls</strong></td>
<td>—CH₂—CH(X)—</td>
<td>Plastics</td>
</tr>
<tr>
<td><strong>Polystyrene</strong></td>
<td>—CO—</td>
<td>Clothing, containers</td>
</tr>
<tr>
<td><strong>Polyisoxanes, silicones</strong></td>
<td>—SiO—</td>
<td>Lubricants, rubbers, paints</td>
</tr>
<tr>
<td><strong>Polyamides</strong></td>
<td>—NH—CO—</td>
<td>‘Nylon’, fabrics, auto parts</td>
</tr>
<tr>
<td><strong>Polyurethanes</strong></td>
<td>—NH—CO—</td>
<td>Adhesives, flexible furniture</td>
</tr>
<tr>
<td><strong>Cellulose</strong></td>
<td>—C—O—</td>
<td>Paper, photographic film</td>
</tr>
<tr>
<td><strong>Polycarbonates</strong></td>
<td>—O—CO—</td>
<td>Optical equipment, CDs</td>
</tr>
<tr>
<td><strong>Fluoropolymers</strong></td>
<td>H replaced by F</td>
<td>Non-stick surfaces, lubricants</td>
</tr>
</tbody>
</table>

*Common hydrophilic polymers*
- Polycrylonitrile (PAN) —CH₂—CH(NH₂)— Detergents, cosmetics
- Polycrylonitrile (PVA) —CH₂—CH(OH)— Fibres, adhesives, textiles

*Common hydrophobic polymers*
- Polyethylene (PE) —CH₂—CH — Coatings, containers, films
- Polystyrene (PS) —CH₂—CH(C₆H₅)— Packaging, housewares
- Polybutadiene (PBD) —CH₂—CH=CH₂— Latex paints, rubbers, tyres
- Polydimethylsiloxane (PDMS) —Si(CH₃)₂—O— Silicone oil, lubricants
- Polypropylene (PP) —CH₂—CH(CH₃)— Carpets, bottles, wrap films
- Polyurethane (PU) —CH₂—CH(CO₂CH₂)— Transparent windows, ‘plexiglass’, ‘perspex’
- Polytetrafluoroethylene (PTFE) —CF₂—CF₂— ‘Teflon’, inert, non-wetting, low adhesion—low friction surfaces, lubricants
- Polyvinyl chloride (PVC) —CH₂—CH(Cl)— Plastic sheet, insulation, pipes

*Rₚ = αRₛ* The intramolecular expansion factor α is unity in an ideal solvent (Flory, 1969, Ch. 2). In a ‘good’ solvent there is a repulsion between the segments, α exceeds unity, the coil swells and becomes more ‘expanded’, and its Flory radius is given by

\[ Rₚ \approx \ln^{3/5}. \] — (14.2)

*Hydrophilic polymers are soluble in aqueous solutions, whereas hydrophobic polymers are soluble in organic solvents such as liquid hydrocarbons. In spite of their high molecular weight some polymers such as PBD and PDMS are liquid at room temperature. These are known as polymer, melts.*

![Fig. 14.1. (a) Polymer in solution; (b) chemisorbed (end-grafted) copolymer; (c) physiosorbed homopolymer; (d) adsorption at low surface coverage with no nearest neighbour overlap ('mushrooms'); (e) adsorption at high coverage ('brush'); (f) bridging.](image)

Polymers are completely soluble (miscible) in good solvents. In a ‘poor’ solvent the segments attract each other, α is less than unity, and the coil shrinks. If the segment—segment attractions are very strong, due to intra-ionic, van der Waals or hydrophobic interactions, the coil loses all semblance of randomness and collapses or ‘folds’ into a compact structure (e.g., proteins and DNA).

A poor solvent can often be made into a good one by adding certain solutes or by raising (or lowering) the temperature above (or below) some critical value known as the theta temperature (Tₘ or θ) at which point α = 1. A solvent at T = Tₘ is known as an ideal solvent or a theta solvent (θ-solvent).

Polymers can adsorb avidly on surfaces, often reaching saturation adsorption at very low concentrations of a few parts per million in solution. If the volume of an adsorbed coil is the same as its volume in solution (Fig. 14.1d), its
Table 14.1 Some common polymers and polymer groups

<table>
<thead>
<tr>
<th>Polymer Family</th>
<th>Characteristic linkage or monomer unit</th>
<th>Uses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polypeptides</td>
<td>(-\text{NH-CO})= (amino acids)</td>
<td>Proteins, wool, silk, steric stabilizers, colloidal additives</td>
</tr>
<tr>
<td>Polymers</td>
<td></td>
<td>Plastics</td>
</tr>
<tr>
<td>Polyvinyls</td>
<td>(-\text{CH}_2\text{-CH(X)})=</td>
<td>Clothing, containers</td>
</tr>
<tr>
<td>Polymers</td>
<td>(-\text{CO-O})=</td>
<td>Lubricants, rubbers, paints</td>
</tr>
<tr>
<td>Polysiloxanes, silicones</td>
<td>(-\text{Si-O})=</td>
<td>‘Nylon’, fabrics, auto parts</td>
</tr>
<tr>
<td>Polymers</td>
<td>(-\text{NH-CO})=</td>
<td>Adhesives, flexible furniture</td>
</tr>
<tr>
<td>Polymers</td>
<td>(-\text{NH-CO-O})=</td>
<td>Paper, photographic film</td>
</tr>
<tr>
<td>Polymers</td>
<td>(-\text{O-CO-O})=</td>
<td>Optical equipment, CDs</td>
</tr>
<tr>
<td>Fluoropolymers</td>
<td>H replaced by F</td>
<td>Non-stick surfaces, lubricants</td>
</tr>
<tr>
<td>Common hydrophilic polymers*</td>
<td></td>
<td>Detergents, cosmetics</td>
</tr>
<tr>
<td>Polyethylene oxide</td>
<td>(-\text{CH}_2\text{-O-CH}_2)=</td>
<td>Plastics, textiles, diapers</td>
</tr>
<tr>
<td>Polyacrylamide (PAA)</td>
<td>(-\text{CH}_2\text{-CH(CONH)})=</td>
<td>Fibres, adhesives, textiles</td>
</tr>
<tr>
<td>Polyacrylamide (PVA)</td>
<td>(-\text{CH}_2\text{-CH(OH)})=</td>
<td>Coatings, containers, films</td>
</tr>
<tr>
<td>Polyethylene (PE)</td>
<td>(-\text{CH}_2\text{-CH})=</td>
<td>Packaging, housewares</td>
</tr>
<tr>
<td>Polystyrene (PS)</td>
<td>(-\text{CH}_2\text{-CH(C}_6\text{H}_5))=</td>
<td>Silicone oil, lubricants</td>
</tr>
<tr>
<td>Polyurethane (PBT)</td>
<td>(-\text{CH}_3\text{-H}\text{-CH=CH}\text{-CH}_2)=</td>
<td>Carpets, bottles, wrap films</td>
</tr>
<tr>
<td>Polyurethane (PDM)</td>
<td>(-\text{Si(CH}_3\text{)}_2\text{-O})=</td>
<td>Transparent windows, ‘plexiglass’, ‘perspex’</td>
</tr>
<tr>
<td>Polypropylene (PP)</td>
<td>(-\text{CH}_2\text{-CH(CH}_3\text{-CH}))=</td>
<td>‘Teflon’, inert, non-wetting, low adhesion—low friction surfaces, lubricants</td>
</tr>
<tr>
<td>Polynorbornene (PMMA)</td>
<td>(-\text{C}_5\text{F}_2\text{-CF}_2)=</td>
<td>Plastic sheet, insulation, pipes</td>
</tr>
</tbody>
</table>

*Hydrophilic polymers are soluble in aqueous solutions, whereas hydrophobic polymers are soluble in organic solvents such as liquid hydrocarbons. In spite of their high molecular weight, some polymers such as PBD and PDM are liquid at room temperature. These are known as polymer, melts.

\[ R_F = \alpha R_p \]

The **intramolecular expansion factor** \( \alpha \) is unity in an ideal solvent (Flory, 1969, Ch. 2). In a ‘good’ solvent there is a repulsion between the segments, \( \alpha \) exceeds unity, the coil swells and becomes more ‘expanded’, and its Flory radius is given by

\[ R_F \approx \ln^{3/5} \]  

Fig. 14.1. (a) Polymer in solution; (b) chemisorbed (end-grafted) copolymer; (c) physisorbed homopolymer; (d) adsorption at low surface coverage with no nearest neighbour overlap (‘mushrooms’); (e) adsorption at high coverage (‘brush’); (f) bridging.

Polymers are completely soluble (miscible) in good solvents. In a ‘poor’ solvent the segments attract each other, \( \alpha \) is less than unity, and the coil shrinks. If the segment—segment attractions are very strong, due to intra-ionic, van der Waals or hydrophobic interactions, the coil loses all semblance of randomness and collapses or ‘folds’ into a compact structure (e.g., proteins and DNA).

A poor solvent can often be made into a good one by adding certain solutes or by raising (or lowering) the temperature above (or below) some critical value known as the **theta temperature** \( T_\theta \) (or \( \psi \)) at which point \( \alpha = 1 \). A solvent at \( T > T_\theta \) is known as an **ideal solvent** or a **theta solvent** (\( \psi \)-solvent).

Polymers can adsorb avidly on surfaces, often reaching saturation adsorption at very low concentrations of a few parts per million in solution. If the volume of an adsorbed coil is the same as its volume in solution (Fig. 14.1d), its
radius will be $R_s$ (or $R_g$) and the surface area covered per coil is approximately $\pi R_s^2 \approx \frac{1}{3} n l^2$. If again the segment width is assumed to be close to $l$, the total projected area of the **fully extended** coil is $n l^2$. Thus, as a rough guide, the amount of polymer adsorbed at full surface coverage but without overlap of the unperturbed coils (Fig. 14.1d) is quantitatively similar to that which would occur if all the coils were to lie flat and close-packed on the surface.

In practice the situation is far more complex and often much more polymer is adsorbed resulting in a layer much thicker than $R_s$ (Fig. 14.1e). Various types of adsorptions are possible, depending on the bulk polymer concentration, on whether the polymer is a homopolymer or a copolymer, and on whether the adsorption is via physical forces (physisorption) or by the ‘grafting’ or ‘anchoring’ of specific groups via chemical bonds (chemisorption). Some of these are depicted schematically in Fig. 14.1b–e, as is the segment distribution or density profile expected for the different types of adsorptions. Figure 14.2 shows a computer simulation of the density profiles and segment configurations as we go from low coverage (isolated coils) to high coverage (brush layer) of a 30 segment end-grafted polymer in a theta-solvent.

There are many ways of experimentally studying the structure and dynamics of adsorbed polymer layers. These include Small Angle Neutron Scattering (SANS), neutron and x-ray reflectivity, NMR, ellipsometry, internal reflection spectroscopy and various other scattering, reflectivity and spectroscopic techniques (for reviews see Takahashi and Kawaguchi, 1982; Cosgrove, 1990).

The forces between surfaces with adsorbed polymer layers or across polymer solutions are usually measured using one of the standard force-measuring techniques, such as the SFA technique, described in Section 10.7. For reviews of all aspects of intersurface and interparticle forces in polymer fluids see Patel and Tirrell (1989), and Ploehn and Russel (1990).

Theoretically, polymer adsorption and the interactions between polymer-covered surfaces are examined using either scaling or mean-field theories (de Gennes, 1979, 1981, 1982, 1985, 1987a; Schuettens and Fleer, 1980, 1985; Cohen-Stuart et al., 1986; Fleer, 1988; Ingersent et al., 1986, 1990) or via computer simulations as shown in Fig. 14.2.

### 14.3 Repulsive ‘Steric’ or ‘Overlap’ Forces Between Polymer-Covered Surfaces

When two polymer-covered surfaces approach each other they experience a force once the outer segments begin to overlap, i.e., once the separation is below a few $R_s$. This interaction usually leads to a repulsive osmotic force.
radius will be \( R_g \) (or \( R_s \)) and the surface area covered per coil is approximately \( \pi R_g^2 \approx \frac{1}{4} n l^2 \). If again the segment width is assumed to be close to \( 1 \), the total projected area of the fully extended coil is \( n l^2 \). Thus, as a rough guide, the amount of polymer adsorbed at full surface coverage but without overlap of the unperturbed coils (Fig. 14.1d) is quantitatively similar to that which would occur if all the coils were to lie flat and close-packed on the surface.

In practice the situation is far more complex and often much more polymer is adsorbed resulting in a layer much thicker than \( R_g \) (Fig. 14.1e). Various types of adsorptions are possible, depending on the bulk polymer concentration, on whether the polymer is a homopolymer or a copolymer, and on whether the adsorption is via physical forces (physiosorption) or by the ‘grafting’ or ‘anchoring’ of specific groups via chemical bonds (chemisorption). Some of these are depicted schematically in Fig. 14.1b–c, as is the segment distribution or density profile expected for the different types of adsorptions. Figure 14.2 shows a computer simulation of the density profiles and segment configurations as we go from low coverage (isolated coils) to high coverage (brush layer) of a 30 segment end-grafted polymer in a \( \theta \)-solvent.

There are many ways of experimentally studying the structure and dynamics of adsorbed polymer layers. These include Small Angle Neutron Scattering (SANS), neutron and x-ray reflectivity, NMR, ellipsometry, internal reflection spectroscopy and various other scattering, reflectivity and spectroscopic techniques (for reviews see Takahashi and Kawaguchi, 1982; Cosgrove, 1990).

The forces between surfaces with adsorbed polymer layers or across polymer solutions are usually measured using one of the standard force-measuring techniques, such as the SFA technique, described in Section 10.7. For reviews of all aspects of intersurface and interparticle forces in polymer fluids see Patel and Tirrell (1989), and Ploehn and Russel (1990).

Theoretically, polymer adsorption and the interactions between polymer-covered surfaces are examined using either scaling or mean-field theories (de Gennes, 1979, 1981, 1982, 1985, 1987a; Schutjens and Fleer, 1980, 1985; Cohen-Stuart et al., 1986; Fleer, 1988; Ingersent et al., 1986, 1990) or via computer simulations as shown in Fig. 14.2.

### 14.3 Repulsive ‘Steric’ or ‘Overlap’ Forces Between Polymer-Covered Surfaces

When two polymer-covered surfaces approach each other they experience a force once the outer segments begin to overlap, i.e., once the separation is below a few \( R_g \). This interaction usually leads to a repulsive osmotic force.
due to the unfavourable entropy associated with compressing (confining) the chains between the surfaces. In the case of polymers this repulsion is usually referred to as the steric or overlap repulsion and it plays an important role in many industrial processes. This is because colloidal particles that normally coagulate in a solvent can often be stabilized by adding a small amount of polymer to the dispersion. Such polymer additives are known as protectives against coagulation and they lead to the steric stabilisation of a colloid. Both synthetic polymers (Table 14.1) and biopolymers (proteins, gelatin) are commonly used in both non-polar and polar solvents (e.g., in paints, toners, emulsions, cosmetics, pharmaceuticals, processed food, soils, lubricants).

In this section we shall consider the purely repulsive steric force between two polymer-covered surfaces interacting in a liquid. Other polymer-associated interactions that can be attractive or that modify steric interactions will be considered in the following sections.

Theories of steric interactions are complex (Hesselink, 1971; Hesselink et al., 1971; Vrij, 1976; Scheutjens and Fleer, 1982; de Gennes, 1987a). The forces depend on the quantity or coverage of polymer on each surface, on whether the polymer is simply adsorbed from solution (a reversible process) or irreversibly grafted onto the surfaces, and finally on the quality of the solvent. Only for interactions in poor and theta solvents are the theories sufficiently well developed (Ingersent et al., 1986, 1990). Two limiting situations, corresponding to low and high surface coverages, will now be described.

We first consider the simplest case of the repulsive steric interaction between surfaces containing an adsorbed polymer layer where each molecule is grafted at one end to the surface but is otherwise inert (Fig. 14.1b). In the limit of low surface coverage, i.e., where there is no overlap or entanglement of neighboring chains, then each chain interacts with the opposite surface independently of the other chains. For two such surfaces in a theta solvent, the repulsive energy per unit area is a complex series, but over the distance regime from \( D = 8 R_s \) down to \( D = 2 R_s \), it is roughly exponential (see Fig. 1 of Dolan and Edwards, 1974) and is adequately given by

\[
W(D) = 2 \Gamma k T e^{-D/4R_s} + \ldots \approx 36 \Gamma k T e^{-D/4R_s} \tag{14.3a}
\]

or

\[
W(D) \approx 36 \Gamma k T e^{-D/4R_s} \text{ per molecule} \tag{14.3b}
\]

where \( \Gamma \) is the number of grafted chains per unit area, which is related to the mean distance between attachment points, \( s \), by \( \Gamma = 1/s^2 \) (Fig. 14.2). Equation (14.3) is valid for low coverages (\( s > R_s \)) when the layer thickness is roughly equal to \( R_s \), and therefore varies as \( M^{0.5} \) in a \( \beta \)-solvent. In good solvents the coils swell, the layer thickness varies as \( M^{0.6} \) rather than \( M^{0.5} \) (cf. Eq. (14.2)), and the range of the repulsion is therefore greater than that given by Eq. (14.3).

As we go from low coverage to high coverage the adsorbed or grafted chains are now so close to each other that they are forced to extend away from the surface much farther than \( R_s \). In the case of end-grafted chains, as might be expected intuitively, the thickness of the ‘brush’ layer \( L \) now increases linearly with the length of the polymer molecules, i.e., \( L \) is proportional to \( M \) rather than to \( M^{0.5} \) or \( M^{0.6} \) as occurs at low coverage. More generally, for a brush in a \( \beta \)-solvent its thickness, \( L \), scales according to \( L \propto M^{\alpha} \propto n^\alpha \), where \( \alpha \) varies from 0.5 to 1 as we go from low coverage (\( s > R_s \)) to high coverage (\( s < R_s \)). For a brush in a good solvent its thickness has been given by Alexander (1977) as

\[
L = \frac{n^{3/2}}{s^{1/2}} = \Gamma^{1/2} R_s^{1/3}. \tag{14.4}
\]

Once two brush-bearing surfaces are closer than \( 2L \) from each other there is a repulsive pressure between them given by the Alexander–de Gennes theory (de Gennes, 1985, 1987a) as

\[
P(D) \approx \frac{k T}{s^3} [(2L/D)^{3/4} \left( - (D/2L)^{3/4} \right)] \text{ for } D < 2L. \tag{14.5}
\]

For \( D/2L \) in the range 0.2 to 0.9 the above pressure is roughly exponential and is adequately given by

\[
P(D) \approx \frac{100k T}{s^3} e^{-sD/L} = \frac{100k T}{s} \Gamma e^{-sD/L} \tag{14.6a}
\]

so that

\[
W(D) \approx \frac{100L}{s^3} k T e^{-sD/L} = \frac{100L}{\pi s} \Gamma k T e^{-sD/L} \tag{14.6b}
\]

The first term in Eq. (14.5) comes from the osmotic repulsion between the coils which favours their stretching and so acts to increase \( D \), while the second term comes from the elastic energy of the chains which opposes stretching and so acts to decrease \( D \). A different and more complex expression for the force law has been derived by Milner et al. (1988) which nevertheless predicts a very similar force law to the Alexander–de Gennes equation.
due to the unfavourable entropy associated with compressing (confining) the chains between the surfaces. In the case of polymers this repulsion is usually referred to as the *steric* or *overlap* repulsion and it plays an important role in many industrial processes. This is because colloidal particles that normally coagulate in a solvent can often be stabilized by adding a small amount of polymer to the dispersion. Such polymer *additives* are known as *protection against coagulation* and they lead to the *steric stabilization* of a colloid. Both synthetic polymers (Table 14.1) and biopolymers (proteins, gelatin) are commonly used in both non-polar and polar solvents (e.g., in paints, toners, emulsions, cosmetics, pharmaceuticals, processed food, soils, lubricants).

In this section we shall consider the purely repulsive steric force between two polymer-covered surfaces interacting in a liquid. Other polymer-associated interactions that can be attractive or that modify steric interactions will be considered in the following sections.

Theories of steric interactions are complex (Hesselink, 1971; Hesselink et al., 1971; Vrij, 1976; Scheutjens and Fleer, 1982; de Gennes, 1987a). The forces depend on the quantity or coverage of polymer on each surface, on whether the polymer is simply adsorbed from solution (a reversible process) or irreversibly grafted onto the surfaces, and finally on the *quality* of the solvent. Only for interactions in poor and theta solvents are the theories sufficiently well developed (Ingersent et al., 1986, 1990). Two limiting situations, corresponding to low and high surface coverages, will now be described.

We first consider the simplest case of the repulsive steric interaction between surfaces containing an adsorbed polymer layer where each molecule is grafted at one end to the surface but is otherwise inert (Fig. 14.1b). In the limit of low surface coverage, i.e., where there is no overlap or entanglement of neighbouring chains, then each chain interacts with the opposite surface independently of the other chains. For two such surfaces in a theta solvent, the repulsive energy per unit area is a complex series, but over the distance regime from $D = 8R_g$ down to $D = 2R_g$ it is roughly exponential (see Fig. 1 of Dolan and Edwards, 1974) and is adequately given by

$$W(D) = 2\Gamma kT e^{-D/4R_g} + \ldots \approx 36\Gamma kT e^{-D/3R_g}$$ (14.3a)

or

$$W(D) \approx 36\Gamma kT e^{-D/3R_g} \text{ per molecule} \quad (14.3b)$$

where $\Gamma$ is the number of grafted chains per unit area, which is related to the mean distance between attachment points, $s$, by $\Gamma = 1/s^2$ (Fig. 14.2). Equation (14.3) is valid for low coverages ($s > R_g$) when the layer thickness is roughly equal to $R_g$, and therefore varies as $M^{0.5}$ in a $\beta$-solvent. In good solvents the coils swell, the layer thickness varies as $M^{0.8}$ rather than $M^{0.5}$ (cf. Eq. (14.2)), and the range of the repulsion is therefore greater than that given by Eq. (14.3).

As we go from low coverage to high coverage the adsorbed or grafted chains are now so close to each other that they are forced to extend away from the surface much farther than $R_g$. In the case of end-grafted chains, as might be expected intuitively, the thickness of the 'brush' layer $L$ now increases linearly with the length of the polymer molecules, i.e., $L$ is proportional to $M$ rather than to $M^{0.5}$ or $M^{0.8}$ as occurs at low coverage. More generally, for a brush in a $\beta$-solvent its thickness, $L$, scales according to $L \propto M^{1/n}$, where $n$ varies from 0.5 to 1 as we go from low coverage ($s > R_g$) to high coverage ($s < R_g$). For a brush in a good solvent its thickness has been given by Alexander (1977) as

$$L = \frac{n^{1/3}}{s^{2/3}} = \Gamma^{1/2} R_g^{3/3}.$$

(14.4)

Once two brush-bearing surfaces are closer than $2L$ from each other there is a repulsive pressure between them given by the Alexander–de Gennes theory (de Gennes, 1985, 1987a) as

$$P(D) \approx \frac{kT}{s^3} [(2L/D)^{2/3} - (D/2L)^{2/3}] \text{ for } D < 2L.$$ (14.5)

For $D/2L$ in the range 0.2 to 0.9 the above pressure is roughly exponential and is adequately given by

$$P(D) \approx \frac{100kT}{s^3} e^{-\pi D/L} = \frac{100kT}{s} \Gamma e^{-\pi D/L}$$

(14.6a)

so that

$$W(D) \approx \frac{100L}{\pi s^3} kT e^{-\pi D/L} = \frac{100L}{\pi s} \Gamma kT e^{-\pi D/L}$$

(14.6b)

The first term in Eq. (14.5) comes from the osmotic repulsion between the coils which favours their stretching and so acts to increase $D$, while the second term comes from the elastic energy of the chains which opposes stretching and so acts to decrease $D$. A different and more complex expression for the force law has been derived by Milner et al. (1988) which nevertheless predicts a very similar force law to the Alexander–de Gennes equation.
Fig. 14.3. Measured forces between two polystyrene brush layers end-grafted onto mica surfaces in toluene (a good solvent for PS). Left curve: \( MW = 26,000, R_g = 12 \text{ nm} \); right curve: \( MW = 140,000, R_g = 32 \text{ nm} \). Both force curves were reversible on approach and separation. Solid lines: theoretical fits using Eq. (14.5) with the following (measured) parameters: spacing between attachment sites: \( s = 8.5 \text{ nm} \), brush thicknesses: \( L = 22.5 \text{ nm} \) and \( 65 \text{ nm} \), respectively. (Adapted from Taunton et al., 1990.)

Figure 14.3 shows results obtained by Taunton et al. (1990) for the forces between two end-grafted polystyrene brushes in toluene, together with theoretical fits based on the full Alexander–de Gennes equation. The agreement is surprisingly good. Such forces also contribute to the repulsion between micelles and bilayers in water especially when the amphiphilic molecules at the surfaces have long hydrophilic headgroups (Chapter 18).

The steric forces between surfaces with end-grafted chains are now fairly well understood both theoretically and experimentally. This is because they are reasonably well defined: each molecule is permanently attached to the surface at one end, the coverage is fixed, and the molecules do not interact either with each other or with the two surfaces. Di-block copolymers are usually employed for such purposes, where one of the blocks acts as the anchoring group while the other protrudes into the solvent to form the polymer layer.

But things are usually more complicated than in the example given in

Fig. 14.4. Measured forces between two polyethylene oxide layers physisorbed onto mica from 150 mg/ml PEO solutions in aqueous 0.1 M \( \text{KNO}_3 \) (a good solvent for PEO). Main figure: Equilibrium forces at full coverage after \( \sim 16 \text{ h} \) adsorption time. Left curve: \( MW = 160,000, R_g = 32 \text{ nm} \); right curve: \( MW = 1,100,000, R_g = 86 \text{ nm} \). Note the hysteresis (irreversibility) on approach and separation for this physisorbed polymer, in contrast to the absence of hysteresis with grafted chains (Fig. 14.3). Solid lines: Theoretical curves based on a modified form of the Alexander–de Gennes equation, Eq. (14.5). Inset: Evolution of the forces with the time allowed for the higher MW polymer to adsorb from solution. Note the gradual reduction in the attractive bridging component. (Adapted from Klein and Luckham, 1982, 1984b; Luckham and Klein, 1990.)
**INTERMOLECULAR AND SURFACE FORCES**

Fig. 14.3. Measured forces between two polystyrene brush layers end-grafted onto mica surfaces in toluene (a good solvent for PS). Left curve: \( MW = 26,000, R_g = 12 \text{ nm} \); right curve: \( MW = 140,000, R_g = 32 \text{ nm} \). Both force curves were reversible on approach and separation. Solid lines: theoretical fits using Eq. (14.5) with the following (measured) parameters: spacing between attachment sites: \( s = 8.5 \text{ nm} \), brush thicknesses: \( L = 22.5 \text{ nm} \) and \( 65 \text{ nm} \), respectively. (Adapted from Taunton et al., 1990.)

Figure 14.3 shows results obtained by Taunton et al. (1990) for the forces between two end-grafted polystyrene brushes in toluene, together with theoretical fits based on the full Alexander–de Gennes equation. The agreement is surprisingly good. Such forces also contribute to the repulsion between micelles and bilayers in water especially when the amphiphilic molecules at the surfaces have long hydrophilic headgroups (Chapter 18).

The steric forces between surfaces with end-grafted chains are now fairly well understood both theoretically and experimentally. This is because they are reasonably well defined: each molecule is permanently attached to the surface at one end, the coverage is fixed, and the molecules do not interact either with each other or with the two surfaces. Di-block copolymers are usually employed for such purposes, where one of the blocks acts as the anchoring group while the other protrudes into the solvent to form the polymer layer.

But things are usually more complicated than in the example given in

**STERIC AND FLUCTUATION FORCES**

Fig. 14.4. Measured forces between two polyethylene oxide layers physisorbed onto mica from 150 \( \mu \text{g/ml} \) PEO solutions in aqueous 0.1 M \( \text{KNO}_3 \) (a good solvent for PEO). Main figure: Equilibrium forces at full coverage after \( \sim 16 \text{ h} \) adsorption time. Left curve: \( MW = 160,000, R_g = 32 \text{ nm} \); right curve: \( MW = 1,100,000, R_g = 86 \text{ nm} \). Note the hysteresis (irreversibility) on approach and separation for this physisorbed polymer, in contrast to the absence of hysteresis with grafted chains (Fig. 14.3). Solid lines: Theoretical curves based on a modified form of the Alexander–de Gennes equation, Eq. (14.5). Inset: Evolution of the forces with the time allowed for the higher MW polymer to adsorb from solution. Note the gradual reduction in the attractive bridging component. (Adapted from Klein and Luckham, 1982, 1985b; Luckham and Klein, 1990.)

Note: For a detailed explanation of the figures and equations, please refer to the original text where they are discussed.
The steric forces between such surfaces are more difficult to formulate because neither the amount of adsorbed polymer nor the number of binding sites per molecule remain constant as two surfaces approach each other. Further, bridging can now occur whereby different segments from the same coil can be simultaneously bound to both surfaces. Indeed, the force between two such surfaces at any particular separation can take a long time (many hours) to reach its equilibrium value, and measured force profiles are often very hysteretic. Figure 14.4 shows results obtained for the steric forces between two adsorbed layers. It is instructive to compare these forces with those measured between the grafted layers of Fig. 14.3.

The range of repulsive steric forces may be many times $R_g$. This can be due to a high surface coverage (e.g., as for brush layers) or because $R_g \gg R_s$ due to the additional repulsive forces arising from the finite size of the compressed coils (excluded volume effect) and, in aqueous solutions, from hydration and double-layer forces. All these effects can lead to repulsive intersurface forces having a range even greater than $10R_g$, especially in aqueous solutions (Klein, 1988; Patel and Tirrell, 1989).

14.4 FORCES IN PURE POLYMER LIQUIDS (POLYMER MELTS)

Since a polymer molecule in a melt is surrounded by molecules of its own kind one might expect its interactions to be very much the same as that of a polymer in a theta solvent. This is consistent with de Gennes' (1987b) scaling prediction that a repulsive potential similar to Eq. (14.3) applies between two surfaces in a polymer melt, but only if the molecules are terminally anchored to the surfaces. In the case of a melt where the molecules are not attached to the surfaces, various theoretical studies have predicted that the force should be zero (de Gennes, 1987b; Kumar et al., 1988; ten Brinke et al., 1988), attractive (Yethiraj and Hall, 1990), repulsive (Christenson et al., 1987), oscillatory (Madden, 1987; Yethiraj and Hall, 1989), or some combination of these. Clearly, the matter is far from being resolved, and much depends on our uncertainty of how a coil, surrounded by identical coils, interacts with two confining surfaces.

On the experimental side, the forces between mic surfaces across pure polymer melts such as polydimethylsiloxane (PDMS), polybutadiene (PBD) and fluoropolymers have been measured by Horn and Israelachvili (1988), Horn et al. (1989b), Israelachvili and Kott (1988), and Montfort and Hadzioannou (1988). The measured forces generally exhibit oscillations at small distances, with a periodicity equal to the segment width, and a probably non-equilibrium monotonically decaying repulsion farther out extending over a distance of up to $10R_g$. The oscillations are consistent with computer simulations (Yethiraj and Hall, 1989), while the smoothly decaying repulsive tail of these interactions appear to be well described by Eq. (14.3) for anchored chains, probably reflecting the strong binding or effective immobilization of these polymers at the surfaces during the time course of the measurements. In contrast, the forces between inert hydrocarbon surfaces across chain-like hydrocarbon liquids exhibit an attractive rather than repulsive tail (Gee and Israelachvili, 1990) probably reflecting the much weaker binding of these molecules to the surfaces.

Concerning the short-range oscillatory forces in melts, it has been found that irregularly shaped polymers, e.g., those with large bumpy segments or with randomly branched side groups, show no short-range oscillations, indicative of their inability to order into discrete, well-defined layers (Israelachvili and Kott, 1988; Montfort and Hadzioannou, 1988; Gee and Israelachvili, 1990). Instead, the oscillations are replaced by a smooth monotonic repulsion.

It is worth noting that when polymer molecules are concentrated within an adsorbed surface layer, or confined within a thin film between two surfaces, their molecular relaxation times can be many orders of magnitude higher than in the bulk. In some cases the molecules, which may be liquid in the bulk, freeze into an amorphous glassy state at the surfaces (Van Alsten and Granick, 1990). Consequently, it is unlikely that the measured force laws, even though they often appear to be reversible and reproducible, are ever at true thermodynamic equilibrium.

14.5 ATTRACTIVE ‘INTERSEGMENT’, ‘BRIDGING’ AND ‘DEPLETION’ FORCES

We now turn our attention to attractive polymer-mediated interactions, bearing in mind that the attraction may be operating over only a small distance regime and that the full force law may have both attractive and repulsive regimes.

We have already noted that segments attract each other in a poor solvent. The attraction may be due to van der Waals or some solvation force, and if it is not too strong the main effect on an isolated coil in solution is that the coil radius shrinks below $R_g$. However, the coil does not totally collapse because the osmotic repulsion still wins out at some smaller radius. Understanding this scenario helps understand the interactions between polymer-covered surfaces in poor solvents.

As two polymer-coated surfaces come together in a poor solvent the attraction between the outermost segments is felt as an initial 'intersegment'
The steric forces between such surfaces are more difficult to formulate because neither the amount of adsorbed polymer nor the number of binding sites per molecule remain constant as two surfaces approach each other. Further, bridging can now occur whereby different segments from the same coil can be simultaneously bound to both surfaces. Indeed, the force between two such surfaces at any particular separation can take a long time (many hours) to reach its equilibrium value, and measured force profiles are often very hysteretic. Figure 14.4 shows results obtained for the steric forces between two adsorbed layers. It is instructive to compare these forces with those measured between the grafted layers of Fig. 14.3.

The range of repulsive steric forces may be many times \( R_x \). This can be due to a high surface coverage (e.g., as for brush layers) or because \( R_x \gg R_s \) due to the additional repulsive forces arising from the finite size of the compressed coils (excluded volume effect) and, in aqueous solutions, from hydration and double-layer forces. All these effects can lead to repulsive intersurface forces having a range even greater than \( 10R_x \), especially in aqueous solutions (Klein, 1988; Patel and Tirrell, 1989).

### 14.4 FORCES IN PURE POLYMER LIQUIDS (POLYMER MELTS)

Since a polymer molecule in a melt is surrounded by molecules of its own kind one might expect its interactions to be very much the same as that of a polymer in a theta solvent. This is consistent with de Gennes’s (1987b) scaling prediction that a repulsive potential similar to Eq. (14.3) applies between two surfaces in a polymer melt, but only if the molecules are terminally anchored to the surfaces. In the case of a melt where the molecules are not attached to the surfaces, various theoretical studies have predicted that the force should be zero (de Gennes, 1987b; Kumar et al., 1988; ten Brinke et al., 1988), attractive (Yethiraj and Hall, 1990), repulsive (Christensen et al., 1987), oscillatory (Madden, 1987; Yethiraj and Hall, 1989), or some combination of these. Clearly, the matter is far from being resolved, and much depends on our uncertainty of how a coil, surrounded by identical coils, interacts with two confining surfaces.

On the experimental side, the forces between mic surfaces across pure polymer melts such as polydimethylsiloxane (PDMS), polybutadiene (PBD) and fluoropolymers have been measured by Horn and Israelachvili (1988), Horn et al. (1989b), Israelachvili and Kott (1988), and Montfort and Hadzioannou (1988). The measured forces generally exhibit oscillations at small distances, with a periodicity equal to the segment width, and a probably non-equilibrium monotonically decaying repulsion farther out extending over a distance of up to \( 10R_x \). The oscillations are consistent with computer simulations (Yethiraj and Hall, 1989), while the smoothly decaying repulsive tail of these interactions appear to be well described by Eq. (14.3) for anchored chains, probably reflecting the strong binding or effective immobilization of these polymers at the surfaces during the time course of the measurements. In contrast, the forces between inert hydrocarbon surfaces across chain-like hydrocarbon liquids exhibit an attractive rather than repulsive tail (Gee and Israelachvili, 1990) probably reflecting the very much weaker binding of these molecules to the surfaces.

Concerning the short-range oscillatory forces in melts, it has been found that irregularly shaped polymers, e.g., those with large bumpy segments or with randomly branched side groups, show no short-range oscillations, indicative of their inability to order into discrete, well-defined layers (Israelachvili and Kott, 1988; Montfort and Hadzioannou, 1988; Gee and Israelachvili, 1990). Instead, the oscillations are replaced by a smooth monotonic repulsion.

It is worth noting that when polymer molecules are concentrated within an adsorbed surface layer, or confined within a thin film between two surfaces, their molecular relaxation times can be many orders of magnitude higher than in the bulk. In some cases the molecules, which may be liquid in the bulk, freeze into an amorphous glassy state at the surfaces (Van Alsten and Granick, 1990). Consequently, it is unlikely that the measured force laws, even though they often appear to be reversible and reproducible, are ever at true thermodynamic equilibrium.

### 14.5 ATTRACTIVE ‘INTERSEGMENT’, ‘BRIDGING’ AND ‘DEPLETION’ FORCES

We now turn our attention to attractive polymer-mediated interactions, bearing in mind that the attraction may be operating over only a small distance regime and that the full force law may have both attractive and repulsive regimes.

We have already noted that segments attract each other in a poor solvent. The attraction may be due to van der Waals or some solvation force, and if it is not too strong the main effect on an isolated coil in solution is that the coil radius shrinks below \( R_x \). However, the coil does not totally collapse because the osmotic repulsion still wins out at some smaller radius. Understanding this scenario helps understand the interactions between polymer-covered surfaces in poor solvents.

As two polymer-coated surfaces come together in a poor solvent the attraction between the outermost segments is felt as an initial ‘intersegment’
attraction between the surfaces. Closer in, the steric overlap repulsion wins out and the force becomes overall repulsive. Figure 14.5 shows that this is what is observed in the interactions between both grafted and adsorbed polystyrene layers at temperatures below the theta temperature. Such force laws are expected in all poor solvent conditions regardless of whether the polymer is a homopolymer or a copolymer, physisorbed or chemisorbed, or at low or high coverage.

As we go from poor to good solvent conditions, e.g., by raising the temperature, the intersegment attraction vanishes and if no other attractive force is operating the force law becomes purely repulsive at all separations. This is what is observed in the case of grafted polystyrene on mica (Fig. 14.5a). However, in the case of physisorbed polystyrene (Fig. 14.5b), even though the attraction has diminished, it has not completely disappeared above $T_g$. This is because of the residual attractive 'bridging' force that is still operative in the latter but not the former case. These attractive bridging forces will now be described.

We have seen that segment–segment forces can be attractive or repulsive depending on the polymer and solvent conditions. Likewise, there are segment–surface forces that can also be attractive or repulsive. The net interaction of one polymer-covered surface with another depends not only on the segment–segment forces, but also on the segment–surface forces and the availability of binding sites for these segments on the opposite surface. If the segment–surface interaction is attractive and the opposing surface has unoccupied or exchangeable binding sites, some polymer coils will form bridges between two surfaces (Fig. 14.1f) and give rise to an attractive bridging force (Almog and Klein, 1985; Hu et al., 1989; Ingersent et al., 1986, 1990; Ji et al., 1990). Clearly, any polymer that naturally adsorbs to a surface from solution has the potential to form bridges between two such surfaces. On the other hand, a polymer that is specifically grafted to a surface may or may not be attracted to an opposite surface.

Situations which favour a strong bridging attraction are therefore those where the polymer is attracted to the surfaces, but where the coverage is not too high nor too low. If the coverage is too high, as in the case of a brush, there will be few free binding sites for bridges to form, whereas if it is too low the density of bridges will also be low (Ji et al., 1990). All this is nicely exemplified in Figs 14.4 and 14.5 where the attractive forces above $T_g$ are due to bridging. In Fig. 14.4 (inset), as the adsorption gradually increased to form brush layers much thicker than $R_g$, the bridging attraction disappeared. In contrast, in Fig. 14.5b (dashed line) the low coverage in that system ensured that the layer thickness never exceeded $R_g$ so that there was a strongly attractive bridging force even above $T_g$.

Under suitable conditions attractive bridging forces can be strong and of long range, far exceeding any van der Waals attraction between two surfaces. Both experiment and theory indicate that the bridging force decays roughly exponentially with distance, with a decay length that is close to the value of $R_g$ of the tails and/or loops on the surfaces (Israelachvili et al., 1984; Ji et al., 1990). It has still not been established whether bridging forces occur in a polymer melt, that is, in a system where the 'physisorbed polymer' and the 'solvent' are identical.
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Situations which favour a strong bridging attraction are therefore those where the polymer is attracted to the surfaces, but where the coverage is not too high nor too low. If the coverage is too high, as in the case of a brush, there will be few free binding sites for bridges to form, whereas if it is too low the density of bridges will also be low (Ji et al., 1990). All this is nicely exemplified in Figs 14.4 and 14.5 where the attractive forces above $T_g$ are due to bridging. In Fig. 14.4 (inset), as the adsorption gradually increased to form brush layers much thicker than $R_g$ the bridging attraction disappeared. In contrast, in Fig. 14.5b (dashed line) the low coverage in that system ensured that the layer thickness never exceeded $R_g$ so that there was a strongly attractive bridging force even above $T_g$.

Under suitable conditions attractive bridging forces can be strong and of long range, far exceeding any van der Waals attraction between two surfaces. Both experiment and theory indicate that the bridging force decays roughly exponentially with distance, with a decay length that is close to the value of $R_g$ of the tails and/or loops on the surfaces (Israelachvili et al., 1984; Ji et al., 1990). It has still not been established whether bridging forces occur in a polymer melt, that is, in a system where the 'physisorbed polymer' and the 'solvent' are identical.
Figure 14.6 summarizes everything that has been discussed so far on polymer mediated forces, especially on how they depend on molecular weight, solvent quality and coverage.

There is a third type of attractive interaction that remains to be mentioned—that associated with polymers that are repelled from surfaces so that there is no adsorption from solution at all. One might expect that under these circumstances there would be no interaction either, but this is not so. The interaction is weak, attractive, and in certain cases can be quite important (Asakura and Oosawa, 1954, 1958; Vrij, 1976; Joanny et al., 1979).

Consider two surfaces in a dilute solution of coils of average radius $R_s$ that do not interact with the surfaces. When the surfaces are closer than $R_s$, the coils will be pushed out from the gap resulting in a reduced polymer concentration between the surfaces. If the bulk polymer concentration is $\rho$, then applying the contact value theorem, Eq. (13.4), we immediately obtain the attractive ‘depletion’ force per unit area between the surfaces at contact: $P(D \to 0) = -\rho R_s kT$. If this force is assumed to act uniformly over a distance of about $R_s$, then we obtain for the depletion free energy per unit area

$$W(D \to 0) \approx -\rho R_s kT. \quad (14.7)$$

For example, if $\rho = 10^{24} \text{ m}^{-3}$ and $R_s = 5 \text{ nm}$, then at 25°C the interaction energy between two surfaces will decrease by 0.2 mJ m$^{-2}$ due to depletion. This is small compared to typical van der Waals and solvation adhesion energies, but can be important in cases where there is no other attractive force.

Clearly, for depletion forces to be significant we need a high bulk concentration of polymer molecules (high $\rho$) as well as a large $R_s$ (high $M_W$). But since in practice it is not possible to have both, the best practical way to attain a strong depletion attraction is to have as high a polymer concentration as possible which in turn requires that the molecular weight and hence $R_s$ be low. In the limit of very high $\rho$ and low $R_s$, the adhesive minimum becomes deeper, but the range of the depletion force decreases, and by the time the polymer mole fraction has reached unity the monotonic depletion attraction will have developed ripples transforming it into the decaying oscillatory force function characteristic of a pure liquid or polymer melt (see Sections 13.4 and 14.4).

Theories of depletion and bridging forces are not as well advanced as those of other polymer-mediated forces. It is usually difficult to distinguish experimentally between depletion and bridging attraction, and depletion forces have often been invoked to explain colloidal particle coagulation where bridging forces are equally likely. Evans and Needham (1988) were the first to measure unambiguously the depletion energy of two interacting bilayer surfaces in a concentrated dextran solution, and they successfully verified Eq. (14.7).

14.6 NON-EQUILIBRIUM ASPECTS OF POLYMER INTERACTIONS

So far, all theories of polymer-mediated interactions have been equilibrium theories, similar to theories of DLVO forces discussed earlier. This is fine for the DLVO forces, since when two surfaces or colloidal particles approach each other both the electronic and ionic distributions can usually respond sufficiently rapidly to ensure that the van der Waals and double-layer forces they experience will be the equilibrium forces. Even the short-range oscillatory solvation forces in liquids are likely to attain equilibrium quickly if the molecules are small and spherical. But one cannot always be sure that the equilibrium force law is operating between two surfaces interacting across a complex polymer system or even a pure polymer melt. Indeed, a distinctive feature of polymer interactions—one that has often been noted by experimentalists—is the extreme sluggishness with which equilibrium is attained once polymer molecules are confined within a narrow space (Israelevich et al., 1979, 1980c; Van Alsten and Granick, 1990). This leads to time-dependent effects in force measurements and to ‘ageing’ effects in colloidal systems.

At least four different molecular relaxation mechanisms can be taking place when polymers are confined between two surfaces, each having its own relaxation time. First, solvent has to flow out through the network of entangled polymer coils; second, the coils themselves must reorient as they become compressed; third, new binding sites and bridges have to be formed,
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So far, all theories of polymer-mediated interactions have been equilibrium theories, similar to theories of DLVO forces discussed earlier. This is fine for the DLVO forces, since when two surfaces or colloidal particles approach each other both the electronic and ionic distributions can usually respond sufficiently rapidly to ensure that the van der Waals and double-layer forces they experience will be the equilibrium forces. Even the short-range oscillatory solvation forces in liquids are likely to attain equilibrium quickly if the molecules are small and spherical. But one cannot always be sure that the equilibrium force law is operating between two surfaces interacting across a complex polymer system or even a pure polymer melt. Indeed, a distinctive feature of polymer interactions—one that has often been noted by experimentalists—is the extreme sluggishness with which equilibrium is attained once polymer molecules are confined within a narrow space (Israelachvili et al., 1979, 1980c; Van Alsten and Granick, 1990). This leads to time-dependent effects in force measurements and to ‘ageing’ effects in colloidal systems.

At least four different molecular relaxation mechanisms can be taking place when polymers are confined between two surfaces, each having its own relaxation time. First, solvent has to flow out through the network of entangled polymer coils; second, the coils themselves must reorient as they become compressed; third, new binding sites and bridges have to be formed,
and fourth, a certain fraction of polymer molecules may have to enter or leave the gap region altogether (requiring them to diffuse through the network of entangled coils on their way to or from the bulk solution). Most of these processes involve the concerted motions of many entangled molecules which may require many hours or days even though the rate of similar molecular motions of isolated coils in the bulk may take less than $10^{-6}$ s (a difference of a factor of $10^{10}$).

Because of this, the interactions between compressed polymer layers are often far from equilibrium, exhibiting hysteresis, time-dependent, and history-dependent effects (cf. Fig. 14.4). This is probably the most important factor that distinguishes polymer-mediated interactions from other interactions and one that must always be borne in mind when comparing theory with experiment.

14.7 THERMAL FLUCTUATION FORCES BETWEEN FLUID-LIKE SURFACES

Not all surfaces or interfaces are rigid. Some structures such as micelles, bilayers, microemulsion droplets and biological membranes are aggregates of weakly held amphiphilic or co-polymer molecules (Chapter 16). These structures are thermally mobile or 'fluid-like', their shape is constantly changing as their molecules twist, turn and bob in and out of the surfaces.

As two such surfaces come together they experience a number of repulsive 'thermal fluctuation' forces associated with the entropic confinement (overlap) of their various fluctuation modes. These can be either collective molecular motions such as the undulating ripples of a thin membrane, or they can be molecular-scale protrusions as discussed in Section 13.1 and measured by Pfeiffer et al. (1989). We shall proceed by first considering the protrusion interaction.

14.8 PROTRUSION FORCES

A repulsive protrusion force arises when two amphiphilic surfaces come close enough together that their molecular-scale protrusions overlap (Fig. 14.7). This force is analogous to the steric or overlap force between surfaces with adsorbed polymer layers. Here, however, as two surfaces approach each other their protruding segments are forced back into the surfaces, whereas with polymers the molecules are compressed but remain between the surfaces (for grafted chains) or they may be forced out laterally into the bulk liquid (for adsorbed chains).

Protrusion forces are particularly important between amphiphilic surfaces interacting in aqueous and highly polar liquids (Israelachvili and Wennerström, 1990). To calculate the protrusion force between two amphiphilic surfaces in water, we first note that each protrusion is associated with a positive hydrophobic energy due to the increased molecular hydrocarbon–water contact area. In a first approximation, this energy increases linearly with the distance, $z$, that the molecules protrude into the water (Fig. 14.7). We may thus define a 'protrusion' potential as in Eq. (13.1)

$$
u(z_i) = \alpha_p z_i$$  \hspace{1cm} (14.8)

where the interaction parameter, $\alpha_p$, is in units of $J \text{m}^{-1}$. The density of protrusions extending a distance $z$ from the surface is therefore expected to decay exponentially according to

$$\rho(z) = \rho(0) e^{-\alpha_p z/kT} = \rho(0) e^{-z/i}$$
and fourth, a certain fraction of polymer molecules may have to enter or leave the gap region altogether (requiring them to diffuse through the network of entangled coils on their way to or from the bulk solution). Most of these processes involve the concerted motions of many entangled molecules which may require many hours or days even though the rate of similar molecular motions of isolated coils in the bulk may take less than $10^{-6}\text{s}$ (a difference of a factor of $10^{10}$).

Because of this, the interactions between compressed polymer layers are often far from equilibrium, exhibiting hysteresis, time-dependent, and history-dependent effects (cf. Fig. 14.4). This is probably the most important factor that distinguishes polymer-mediated interactions from other interactions and one that must always be borne in mind when comparing theory with experiment.

### 14.7 Thermal Fluctuation Forces between Fluid-like Surfaces

Not all surfaces or interfaces are rigid. Some structures such as micelles, bilayers, microemulsion droplets and biological membranes are aggregates of weakly held amphiphilic or co-polymer molecules (Chapter 16). These structures are thermally mobile or "fluid-like", their shape is constantly changing as their molecules twist, turn and bob in and out of the surfaces.

As two such surfaces come together they experience a number of repulsive "thermal fluctuation" forces associated with the entropic confinement (overlap) of their various fluctuation modes. These can be either collective molecular motions such as the undulating ripples of a thin membrane, or they can be molecular-scale protrusions as discussed in Section 13.1 and measured by Pfeiffer et al. (1989). We shall proceed by first considering the protrusion interaction.

### 14.8 Protrusion Forces

A repulsive protrusion force arises when two amphiphilic surfaces come close enough together that their molecular-scale protrusions overlap (Fig. 14.7). This force is analogous to the steric or overlap force between surfaces with adsorbed polymer layers. Here, however, as two surfaces approach each other their protruding segments are forced back into the surfaces, whereas with polymers the molecules are compressed but remain between the surfaces (for grafted chains) or they may be forced out laterally into the bulk liquid (for adsorbed chains).

Protrusion forces are particularly important between amphiphilic surfaces interacting in aqueous and highly polar liquids (Israelachvili and Wennerström, 1990). To calculate the protrusion force between two amphiphilic surfaces in water, we first note that each protrusion is associated with a positive hydrophobic energy due to the increased molecular hydrocarbon–water contact area. In a first approximation, this energy increases linearly with the distance, $z$, that the molecules protrude into the water (Fig. 14.7). We may thus define a 'protrusion’ potential as in Eq. (13.1)

$$u(z_i) = \alpha_p z_i$$  \hspace{1cm} (14.8)

where the interaction parameter, $\alpha_p$, is in units of $\text{J m}^{-1}$. The density of protrusions extending a distance $z$ from the surface is therefore expected to decay exponentially according to

$$\rho(z) = \rho(0) e^{-\alpha_p z / kT} = \rho(0) e^{-\lambda z},$$
where

\[ \lambda = kT/\alpha_p \]  \hspace{1cm} (14.9) \]

is the protrusion decay length. Equation (14.9) was first used by Aniansson (1978) and Aniansson et al. (1976) to analyse the protrusion dynamics of surfactant molecules in and out of micelles and their exchange rates with the monomers in the bulk solution. Values for the interaction parameter, \(\alpha_p\), of single-chained and double-chained amphiphiles in water range from \(1.5 \times 10^{-11} \text{ J m}^{-1}\) to \(5 \times 10^{-11} \text{ J m}^{-1}\) at 25°C, which corresponds to decay lengths, \(\lambda\), in the range 0.08 to 0.3 nm (see Sections 18.4–18.6).

Turning now to the protrusion force between two amphiphilic surfaces, let each surface have molecular protrusions of lateral dimensions \(\sigma\), extending a distance \(z_i\) into the solution, and let there be \(\Gamma \) protrusion sites per unit area (\(\Gamma \approx 1/\sigma^2\)). For two surfaces facing each other, whose protrusions are not allowed to overlap, the potential distribution theorem (cf. Eq. (4.9)) gives for the interaction free energy

\[ W(D) = -\Gamma kT \ln \left\{ \int_0^D \left( \int_0^{D - z_1} \exp\left[ -\alpha(z_1 + z_2)/kT \right] dz_2 \right) \right\} \]

\[ = -\Gamma kT \ln \left\{ (kT/\alpha_p)^2 \left[ 1 - (1 + D\alpha_p/kT)e^{-\alpha_pD/kT} \right] \right\} \]  \hspace{1cm} (14.10)

which gives the force per unit area (the protrusion pressure) as

\[ P(D) = -\partial W/\partial D = \frac{(\Gamma \alpha_p^2 D^2/kT)e^{-\alpha_pD/kT}}{\left[ 1 - (1 + D\alpha_p/kT)e^{-\alpha_pD/kT} \right]} = \frac{\Gamma \alpha_p(D^2/kT)e^{-\alpha_pD/kT}}{\left[ 1 - (1 + D/\lambda)e^{-D/\lambda} \right]}. \]  \hspace{1cm} (14.11)

In the distance regime between 1 and 10 decay lengths, the protrusion force as given by Eq. (14.11) varies roughly exponentially and is adequately given by

\[ P(D) = 2\Gamma \alpha_p e^{-D/\lambda} \quad \text{for} \quad \lambda < D < 10\lambda \]  \hspace{1cm} (14.12)

where \(\lambda \approx kT/\alpha_p\) is the protrusion decay length as before. Equation (14.11) also predicts a steep upturn in the force once \(D\) falls below \(\lambda\), when it diverges according to

\[ P(D \to 0) = 2\Gamma kT/D. \]  \hspace{1cm} (14.13)

Note that this is the expected osmotic limit for an ideal gas of protrusions (or any non-interacting particles) of density \(2\Gamma\) per unit area (\(\Gamma\) per

The protrusion pressure of Eq. (14.12) corresponds to an energy per unit area of

\[ W(D) = 2\Gamma \alpha_p \lambda e^{-D/\lambda} \approx 3\Gamma kT e^{-D/\lambda}. \]  \hspace{1cm} (14.14)

This may be compared with \(W(D) \approx 3\Gamma kT e^{-D/\lambda}\) for the interaction energy between two surfaces with end-grafted chains, Eq. (14.3a), and with \(W(D) \approx 3\Gamma kT (L/s)e^{-D/\lambda}\) for the energy between two brush layers, Eq. (14.6b).

In Chapter 18 we shall use the above equations as a basis for analysing the short-range repulsive forces measured between surfactant and lipid bilayers in water and non-aqueous solvents.

14.9 Undulation and Peristaltic Forces

In addition to their molecular-scale protrusions, all fluid-like structures also undergo collective thermal fluctuations at the macroscopic level which can be analysed within a continuum framework. Fluid membranes or bilayers, for example, can be considered as elastic sheets which have two characteristic types of wave-like motions: undulatory and peristaltic (Fig. 14.8). The first is associated with the membrane's bending modulus, \(k_B\), the second with its area expansion modulus, \(k_A\).

Repetitive undulation and peristaltic forces arise from the entropic confinement of their undulation and peristaltic waves as two membranes approach each other. Both these forces can be easily derived from the contact
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Fig. 14.8.
where
\[ \lambda = kT/\alpha_p \] (14.9)
is the protrusion decay length. Equation (14.9) was first used by Aniansson (1978) and Aniansson et al. (1976) to analyse the protrusion dynamics of surfactant molecules in and out of micelles and their exchange rates with the monomers in the bulk solution. Values for the interaction parameter, \( \alpha_p \), of single-chained and double-chained amphiphiles in water range from \( 1.5 \times 10^{-11} \, \text{J m}^{-2} \) to \( 5 \times 10^{-11} \, \text{J m}^{-2} \) at 25°C, which corresponds to decay lengths, \( \lambda \), in the range 0.08 to 0.3 nm (see Sections 18.4–18.6).

Turning now to the protrusion force between two amphiphilic surfaces, let each surface have molecular protrusions of lateral dimensions \( \sigma \), extending a distance \( z_i \) into the solution, and let there be \( \Gamma \) protrusion sites per unit area (\( \Gamma \approx 1/\sigma^2 \)). For two surfaces facing each other, whose protrusions are not allowed to overlap, the potential distribution theorem (cf. Eq. (4.9)) gives for the interaction free energy
\[
W(D) = -\Gamma kT \ln \left( \int_0^D \int_0^{D-t} \exp \left[ -\alpha_p (z_1 + z_2)/kT \right] dz_1 \right)
\]
\[ = -\Gamma kT \ln \{ \alpha_p (D/\lambda)^2 \left[ 1 - (1 + D\alpha_p/kT) e^{-\alpha_p D/kT} \right] \} \] (14.10)
which gives the force per unit area (the protrusion pressure) as
\[
P(D) = -\partial W/\partial D = \frac{(\Gamma \alpha_p^2 D/kT)e^{-\alpha_p D/kT}}{\left[ 1 - (1 + \alpha_p D/kT)e^{-\alpha_p D/kT} \right]} = \frac{\Gamma \alpha_p^2 (D/\lambda)e^{-\alpha_p D/kT}}{\left[ 1 - (1 + D/\lambda)e^{-\alpha_p D/\lambda} \right]}.
\] (14.11)

In the distance regime between 1 and 10 decay lengths, the protrusion force as given by Eq. (14.11) varies roughly exponentially and is adequately given by
\[
P(D) = 2.7 \Gamma \alpha_p e^{-D/\lambda} \quad \text{for } \lambda < D < 10\lambda
\] (14.12)
where \( \lambda \approx kT/\alpha_p \) is the protrusion decay length as before. Equation (14.11) also predicts a steep upturn in the force once \( D \) falls below \( \lambda \), when it diverges according to
\[
P(D \to 0) = 2\Gamma kT/D.
\] (14.13)

Note that this is the expected osmotic limit for an ideal gas of protrusions (or any non-interacting particles) of density \( 2\Gamma \) per unit area (\( \Gamma \) per

The protrusion pressure of Eq. (14.12) corresponds to an energy per unit area of
\[
W(D) = 2.7 \Gamma \alpha_p \lambda e^{-D/\lambda} \approx 3\Gamma kT e^{-D/\lambda}.
\] (14.14)

This may be compared with \( W(D) \approx 3\Gamma kT e^{-D/\lambda} \) for the interaction energy between two surfaces with end-grafted chains, Eq. (14.3a), and with \( W(D) \approx 30\Gamma kT (L/s)e^{-D/\lambda} \) for the energy between two brush layers, Eq. (14.6b).

In Chapter 18 we shall use the above equations as a basis for analysing the short-range repulsive forces measured between surfactant and lipid bilayers in water and non-aqueous solvents.

14.9 Undulation and Peristaltic Forces

In addition to their molecular-scale protrusions, all fluid-like structures also undergo collective thermal fluctuations at the macroscopic level which can be analysed within a continuum framework. Fluid membranes or bilayers, for example, can be considered as elastic sheets which have two characteristic types of wave-like motions: undulatory and peristaltic (Fig. 14.8). The first is associated with the membrane’s bending modulus, \( k_b \), the second with its area expansion modulus, \( k_a \).

Repulsive undulation and peristaltic forces arise from the entropic confinement of their undulation and peristaltic waves as two membranes approach each other. Both these forces can be easily derived from the contact
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**A. Undulation forces**

Undulating membranes

![B. Peristaltic forces](image)

**B. Peristaltic forces**

Membrane or bilayer

![Fig. 14.8](image)
value theorem which gives the entropic force per unit area between two surfaces as \( P(D) = kT [\rho_s(D) - \rho_s(\infty)] \) where \( \rho_s(D) \) is the volume density of molecules or molecular groups in contact with the surfaces when the distance between them is \( D \). In the case of undulation forces these contacts can be associated with the thermally excited waves (undulation modes) of amplitude \( D \) as shown in Fig. 14.8A. Ignoring numerical factors, the density of contacts (or modes) at \( D = D \) and at \( D = \infty \) are

\[
\rho_s(\infty) = 0. 
\]

and

\[
\rho_s(D) = 1/(\text{volume per mode}) = 1/\pi x^2 D, \quad (14.15)
\]

For the spherical geometry of an undulation mode, the 'chord theorem', Eq. (9.7), gives \( x^2 \approx 2RD \). The undulation pressure is therefore

\[
P(D) = \frac{kT}{\pi x^2 D} \approx \frac{kT}{2\pi RD^2}. \quad (14.16)
\]

Now, by definition, the elastic bending (or curvature) energy \( E_b \) of a curved membrane with local radii \( R_1 \) and \( R_2 \) is

\[
E_b = \frac{1}{2} k_b \left( \frac{1}{R_1} + \frac{1}{R_2} \right)^2 \text{ per unit area}
= 2k_b/R^2 \quad \text{for } R_1 = R_2 = R. \quad (14.17)
\]

At temperature \( T \) we expect each mode, which occupies an area \( \pi x^2 \), to have energy \( \sim kT \). Thus \( kT \approx 2\pi x^2 k_b/R^2 = 4\pi D k_b/R \). Substituting this into Eq. (14.16) and ignoring numerical factors we obtain \( P(D) \approx (kT)/k_b D^3 \), which is the desired (approximate) expression for the repulsive undulation force. The more exact expression, first derived by Helfrich (Helfrich, 1978; Servuss and Helfrich, 1989) is

\[
P(D) = \frac{3\pi^2 (kT)^2}{64k_b D^3} \approx \frac{(kT)^2}{2k_b D^3}. \quad (14.18)
\]

The undulation force has been measured and the inverse third distance dependence verified experimentally (Safinya et al., 1986; Abilson and Perez, 1990). Note that the undulation force has the same form as the non-retarded van der Waals force (force \( \propto 1/D^3 \)) but is of opposite sign. However, the undulation force can be drastically reduced or even eliminated when a membrane carries a surface charge of when it is in tension, since this suppresses the undulations. Tension can be brought about by mechanical or osmotic stresses and has the effect of increasing the adhesion between stressed membranes or bilayers (Servuss and Helfrich, 1989; Bailey et al., 1990). In contrast, van der Waals forces do not change when the interacting surfaces are subjected to a tensile or compressive stress.

In addition to bending undulations, fluid membranes can also undergo peristaltic (or squeezing) fluctuations wherein the thickness of the membrane fluctuates locally about the mean thickness, but without bending (Fig. 14.8B). The same approximate analysis as was used above to derive the undulation force can now be used to derive the peristaltic force associated with the entropic confinement of the peristaltic modes as two membranes approach each other. Referring to Fig. 14.8B, consider a bulged region, or mode, of area \( a = \pi x^2 \) where the local membrane thickness is greater than the mean. Adjacent regions will have thicknesses smaller than the mean, the total volume of the membrane being assumed constant. Using straightforward geometry, it can be shown that the surface area of the membrane exceeds the mean area, \( a \), by \( \Delta a = \pi D^2 \) per mode. Now, by definition, the elastic energy \( E_s \) of a membrane which equilibrium area \( a \) is stretched by \( \Delta a \) is given by

\[
E_s = \frac{1}{2} k_s (\Delta a)^2 = \frac{\pi k_s D^4}{2x^2}. \quad (14.19)
\]

where \( k_s \) is the area expansion or compressibility modulus. Equating this energy per mode with \( kT \) as before, and again using Eq. (14.16), we obtain

\[
P(D) = \frac{kT}{\pi x^2 D} \approx \frac{2(kT)^2}{\pi^2 k_s D^4}, \quad (14.20)
\]

which gives an estimate for the peristaltic pressure between two membranes.

Note that in contrast to the undulation force, which is in terms of a membrane's bending modulus \( k_b \), the peristaltic force depends on the expansion modulus, \( k_s \). These two elastic properties are quite different and have different dimensions. The protrusion force depends on yet another property—the molecular density profile away from the interface or, for amphiphilic molecules in micelles or bilayers, the hydrophobic energy increment per CH\(_3\) group added to the hydrocarbon chain. While these three properties are different, they are not necessarily totally independent of each other.

In Chapter 18 we shall make a quantitative assessment of the contributions
value theorem which gives the entropic force per unit area between two surfaces as $P(D) = kT \rho_s(D) - \rho_s(\infty)$ where $\rho_s(D)$ is the volume density of molecules or molecular groups in contact with the surfaces when the distance between them is $D$. In the case of undulation forces these contacts can be associated with the thermally excited waves (undulation modes) of amplitude $D$ as shown in Fig. 14.8A. Ignoring numerical factors, the density of contacts (or modes) at $D = D$ and at $D = \infty$ are

$$\rho_s(D) = 1/(\text{volume per mode}) = 1/\pi x^2 D,$$

and

$$\rho_s(\infty) = 0.$$  \hspace{1cm} (14.15)

For the spherical geometry of an undulation mode, the ‘chord theorem’, Eq. (9.7), gives $x^2 \approx 2RD$. The undulation pressure is therefore

$$P(D) = \frac{kT}{\pi x^2 D} \approx \frac{kT}{2\pi RD^2}.$$ \hspace{1cm} (14.16)

Now, by definition, the elastic bending (or curvature) energy $E_b$ of a curved membrane with local radii $R_1$ and $R_2$ is

$$E_b = \frac{1}{2} k_b \left( \frac{1}{R_1} + \frac{1}{R_2} \right)^2 \text{ per unit area}$$

$$= 2k_b/R^2 \quad \text{for } R_1 = R_2 = R.$$ \hspace{1cm} (14.17)

At temperature $T$ we expect each mode, which occupies an area $\pi x^2$, to have energy $\sim kT$. Thus $kT \approx 2\pi x^2 k_b/R^2 = 4\pi D k_b/a$. Substituting this into Eq. (14.16) and ignoring numerical factors we obtain $P(D) \approx (kT)/2k_b D^3$, which is the desired (approximate) expression for the repulsive undulation force. The more exact expression, first derived by Helfrich (Helfrich, 1978; Servuss and Helfrich, 1989) is

$$P(D) = \frac{3\pi^2 (kT)^2}{64 \kappa_b D^3} \approx \frac{(kT)^2}{2\kappa_b D^3}.$$ \hspace{1cm} (14.18)

The undulation force has been measured and the inverse third distance dependence verified experimentally (Safinya et al., 1986; AbilIon and Perez, 1990). Note that the undulation force has the same form as the non-retarded van der Waals force (force $\propto 1/D^3$) but is of opposite sign. However, the undulation force can be drastically reduced or even eliminated when a membrane carries a surface charge of when it is in tension, since this suppresses the undulations. Tension can be brought about by mechanical or osmotic stresses and has the effect of increasing the adhesion between stressed membranes or bilayers (Servuss and Helfrich, 1989; Bailey et al., 1990). In contrast, van der Waals forces do not change when the interacting surfaces are subjected to a tensile or compressive stress.

In addition to bending undulations, fluid membranes can also undergo peristaltic (or squeezing) fluctuations wherein the thickness of the membrane fluctuates locally about the mean thickness, but without bending (Fig. 14.8B). The same approximate analysis as was used above to derive the undulation force can now be used to derive the peristaltic force associated with the entropic confinement of the peristaltic modes as two membranes approach each other. Referring to Fig. 14.8B, consider a bulged region, or mode, of area $a = \pi x^2$ where the local membrane thickness is greater than the mean. Adjacent regions will have thicknesses smaller than the mean, the total volume of the membrane being assumed constant. Using straightforward geometry, it can be shown that the surface area of the membrane exceeds the mean area, $a$, by $\Delta a = \pi D^3$ per mode. Now, by definition, the elastic energy $E_s$ of a membrane with equilibrium area $a$ is stretched by $\Delta a$ is given by

$$E_s = \frac{1}{2} \frac{K}{a} (\Delta a)^2 = \frac{\pi k_b D^4}{2\pi x^2}$$ \hspace{1cm} (14.19)

where $K_a$ is the area expansion or compressibility modulus. Equating this energy per mode with $kT$ as before, and again using Eq. (14.16), we obtain

$$P(D) = \frac{kT}{\pi x^2 D} \approx \frac{2(kT)^2}{\pi^2 k_b D^5}.$$ \hspace{1cm} (14.20)

which gives an estimate for the peristaltic pressure between two membranes.

Note that in contrast to the undulation force, which is in terms of a membrane’s bending modulus $k_b$, the peristaltic force depends on the expansion modulus, $K_a$. These two elastic properties are quite different and have different dimensions. The protrusion force depends on yet another property—the molecular density profile away from the interface or, for amphiphilic molecules in micelles or bilayers, the hydrophobic energy increment per CH$_3$ group added to the hydrocarbon chain. While these three properties are different, they are not necessarily totally independent of each other.

In Chapter 18 we shall make a quantitative assessment of the contributions
of protrusion, undulation, peristaltic, hydration, van der Waals and other forces to the net interaction between surfactant and lipid bilayer membranes.

**PROBLEMS AND DISCUSSION TOPICS**

14.1 Five scientists are arguing about the force between colloidal particles dispersed in a particular polymer solution at the theta temperature. The polymers are known not to adsorb on the particle surfaces in this solvent.

**Dr A:** When the particle surfaces are closer than $R_s$, there will be a depletion zone of reduced polymer density in the narrow gap between them. This leads to a repulsive force between the particles, because the polymer molecules in the more concentrated bulk solution want to get back into the gap, thereby pushing the surfaces apart.

**Dr B:** I disagree. The depletion must lead to an attractive force, because if you imagine the solutions in the gap and the bulk as two distinct phases (as in an osmotic pressure cell), solvent will want to diffuse out from the gap into the more concentrated bulk region, and this will act to pull the surfaces together. Thus the force should be attractive, not repulsive.

**Dr C:** I agree that the force should be attractive, but for a different and much simpler reason. Since the concentration of polymer is less in the gap, the contact value theorem immediately tells us that the force must be attractive.

**Dr D:** But you have overlooked that when the polymer molecules move out of the gap, solvent molecules (which are presumably smaller) must come in to replace them. Thus there is actually a net increase in the overall number density of molecules in the gap, and according to the contact value theorem this will lead to a repulsion.

**Dr E:** This is really part of a more general phenomenon that applies to all systems composed of non-interacting particles (but of different sizes) where segregation effects can arise due entirely to entropic effects. If we look at the whole system it becomes apparent that as the larger particles come closer together (on the average) their entropy will decrease, but this is more than compensated by the increased entropy of the smaller particles that now fill the space vacated by the larger particles. In the present case the polymers act as the smaller particles and so there will be an effective attraction between the surfaces (of the larger particles).

Critically analyse the above five arguments.

14.2 A colloidal system is stable in the absence of polymer. A small amount of polymer is added and the colloidal particles coagulate, but if a large amount of polymer is added they redisperse. In another system no coagulation occurs when a small amount of polymer is added, but does occur at high polymer concentrations. Discuss the likely nature of the polymer, particle surfaces and solvent in each case.

14.3 Show that the depletion contribution to the adhesion energy of two large spherical colloidal particles of radius $R$ immersed in a liquid containing a volume fraction $\phi$ of non-adsorbing polymers is approximately $kT\phi(R/R_s)$. Under what conditions will this dominate over other adhesive forces such as van der Waals and solvation forces? How could one experimentally distinguish between depletion and bridging attraction?

14.4 Compute the force-law in water between two bilayers of the poly[ethylene-oxide] surfactant C$_{14}$EO$_4$ (see Table 16.1). Assume that the interaction is determined mainly by headgroup overlap forces as modelled by the Alexander–de Gennes theory for interacting brush layers. Use $L = 1.6$ nm (0.4 nm per EO group), $s = 0.93$ nm (mean spacing between groups), and $T = 25$°C. Are these values reasonable? Compare your computed force profile in the range $D = 3.2$–1.5 nm with the measured force (see Fig. 2b of Lyle and Tiddy, 1986). Comment on whether the Alexander–de Gennes theory really applies to this interaction or whether any agreement between theory and experiment is fortuitous.
of protrusion, undulation, peristaltic, hydration, van der Waals and other forces to the net interaction between surfactant and lipid bilayer membranes.

**PROBLEMS AND DISCUSSION TOPICS**

**14.1** Five scientists are arguing about the force between colloidal particles dispersed in a particular polymer solution at the theta temperature. The polymers are known not to adsorb on the particle surfaces in this solvent.

**Dr A:** When the particle surfaces are closer than \( R_e \), there will be a depletion zone of reduced polymer density in the narrow gap between them. This leads to a repulsive force between the particles, because the polymer molecules in the more concentrated bulk solution want to get back into the gap, thereby pushing the surfaces apart.

**Dr B:** I disagree. The depletion must lead to an attractive force, because if you imagine the solutions in the gap and the bulk as two distinct phases (as in an osmotic pressure cell), solvent will want to diffuse out of the gap into the more concentrated bulk region, and this will act to pull the surfaces together. Thus the force should be attractive, not repulsive.

**Dr C:** I agree that the force should be attractive, but for a different and much simpler reason. Since the concentration of polymer is less in the gap, the contact value theorem immediately tells us that the force must be attractive.

**Dr D:** But you have overlooked that when the polymer molecules move out of the gap, solvent molecules (which are presumably smaller) must come in to replace them. Thus there is actually a net increase in the overall number density of molecules in the gap, and according to the contact value theorem this will lead to a repulsion.

**Dr E:** This is really part of a more general phenomenon that applies to all systems composed of non-interacting particles (but of different sizes) where segregation effects can arise due entirely to entropic effects. If we look at the whole system it becomes apparent that as the larger particles come closer together (on the average) their entropy will decrease, but this is more than compensated by the increased entropy of the smaller particles that now fill the space vacated by the larger particles. In the present case the polymers act as the smaller particles and so there will be an effective attraction between the surfaces (of the larger particles).

Critically analyse the above five arguments.

**14.2** A colloidal system is stable in the absence of polymer. A small amount of polymer is added and the colloidal particles coagulate, but if a large amount of polymer is added they redisperse. In another system no coagulation occurs when a small amount of polymer is added, but does occur at high polymer concentrations. Discuss the likely nature of the polymer, particle surfaces and solvent in each case.

**14.3** Show that the depletion contribution to the adhesion energy of two large spherical colloidal particles of radius \( R \) immersed in a liquid containing a volume fraction \( \phi \) of non-adsorbing polymers is approximately \( kT\phi(R/R_e) \). Under what conditions will this dominate over other adhesive forces such as van der Waals and solvation forces? How could one experimentally distinguish between depletion and bridging attraction?

**14.4** Compute the force-law in water between two bilayers of the poly[ethylene-oxide] surfactant \( C_{12}EO_4 \) (see Table 16.1). Assume that the interaction is determined mainly by headgroup overlap forces as modelled by the Alexander–de Gennes theory for interacting brush layers. Use \( L = 1.6 \) nm (0.4 nm per EO group), \( s = 0.93 \) nm (mean spacing between groups), and \( T = 25^\circ C \). Are these values reasonable? Compare your computed force profile in the range \( D = 3.2 \text{--} 1.5 \text{~nm} \) with the measured force (see Fig. 2b of Lyle and Tiddy, 1986). Comment on whether the Alexander–de Gennes theory really applies to this interaction or whether any agreement between theory and experiment is fortuitous.
ADHESION

15.1 SURFACE AND INTERFACIAL ENERGIES

In Part I we saw how various interaction potentials between molecules arise, and we considered the implications of the energy minimum, or the 'adhesion' energy, of molecules in contact. Here we shall look at phenomena involving surfaces and particles in adhesive contact, and it is best to begin by defining some commonly used terms and deriving some useful thermodynamic relations.

Work of adhesion and cohesion in vacuum

This is the free energy change, or reversible work done, to separate unit areas of two media 1 and 2 from contact to infinity in vacuum (Fig. 15.1a,b). For two different media (1 ≠ 2), this energy is referred to as the work of adhesion $W_{12}$; while for two identical media ($1 = 2$), it becomes the work of cohesion $W_{11}$. If 1 is a solid and 2 a liquid, $W_{12}$ is often denoted by $W_{SL}$. Note that since all media attract each other in vacuum $W_{11}$ and $W_{12}$ are always positive.

Surface energy and surface tension

This is the free energy change $\gamma$ when the surface area of a medium is increased by unit area. Now the process of creating unit area of surface is equivalent to separating two half-unit areas from contact (Fig. 15.1b,c), so that we may write

$$\gamma_1 = \frac{1}{2}W_{11}$$  \hspace{1cm} (15.1)

For solids $\gamma_1$ is commonly denoted by $\gamma_s$ and is given in units of energy per unit area: mJ m$^{-2}$ (the same as erg cm$^{-2}$). For liquids, $\gamma_1$ is commonly denoted by $\gamma_l$ and is usually given in units of tension per unit length: mN m$^{-1}$ (the same as dyn cm$^{-1}$), which is numerically and dimensionally the same as the surface free energy.

It is evident that the intermolecular forces that determine the surface energy of a substance are the same as those that determine its latent heat and boiling point (Section 2.5). As might be expected, substances such as metals with high boiling points ($T_b > 2000^\circ$C) usually have high surface energies.
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Work of adhesion and cohesion in vacuum

This is the free energy change, or reversible work done, to separate unit areas of two media 1 and 2 from contact to infinity in vacuum (Fig. 15.1a,b). For two different media (1 ≠ 2), this energy is referred to as the work of adhesion \( W_{12} \), while for two identical media (1 = 2), it becomes the work of cohesion \( W_{11} \). If 1 is a solid and 2 a liquid, \( W_{12} \) is often denoted by \( W_{sl} \). Note that since all media attract each other in vacuum \( W_{11} \) and \( W_{12} \) are always positive.

Surface energy and surface tension

This is the free energy change \( \gamma \) when the surface area of a medium is increased by unit area. Now the process of creating unit area of surface is equivalent to separating two half-unit areas from contact (Fig. 15.1b,c), so that we may write

\[
\gamma_1 = \frac{1}{2} W_{11}
\]  

(15.1)

For solids \( \gamma_1 \) is commonly denoted by \( \gamma \), and is given in units of energy per unit area: \( \text{mJ m}^{-2} \) (the same as \( \text{erg cm}^{-2} \)). For liquids, \( \gamma_1 \) is commonly denoted by \( \gamma \), and is usually given in units of tension per unit length: \( \text{mN m}^{-1} \) (the same as \( \text{dyn cm}^{-1} \)), which is numerically and dimensionally the same as the surface free energy.

It is evident that the intermolecular forces that determine the surface energy of a substance are the same as those that determine its latent heat and boiling point (Section 2.5). As might be expected, substances such as metals with high boiling points (\( T_b > 2000 \degree C \)) usually have high surface energies.
Interfacial energy

When two immiscible liquids 1 and 2 are in contact, the free energy change in expanding their ‘interfacial’ area by unit area is known as their interfacial energy or interfacial tension $\gamma_{12}$. The energetics associated with this expansion process may be understood by splitting it into two hypothetical steps (Fig. 15.1e): first, unit areas of media 1 and 2 are created, and are then brought into contact. The total free energy change $\gamma_{12}$ is therefore

$$\gamma_{12} = \frac{1}{2} W_{11} + \frac{1}{2} W_{22} - W_{12} = \gamma_1 + \gamma_2 - W_{12}, \quad (15.2)$$

which is often referred to as the Dupré equation. As shown in Fig. 15.1d, this energy is formally the same as that expended on separating two media 1 in medium 2 ($W_{21}$) or, conversely, of separating two media 2 in medium 1 ($W_{12}$). We may therefore also write

$$\gamma_{12} = \frac{1}{2} W_{21} = \frac{1}{2} W_{212}. \quad (15.3)$$

For a solid–liquid interface, $\gamma_{13}$ is commonly denoted by $\gamma_{SL}$, so that the Dupré equation may be written as

$$\gamma_{SL} = \gamma_1 + \gamma_L - W_{SL}. \quad (15.4)$$

Table 15.1 gives the surface and interfacial energies of some common substances.

### Table 15.1 Surface and interfacial energies (mJ m$^{-2}$)

<table>
<thead>
<tr>
<th>Liquid</th>
<th>Surface energy $\gamma_1$</th>
<th>Interfacial energy $\gamma_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclohexanol</td>
<td>32</td>
<td>4 (with water at 20°C)</td>
</tr>
<tr>
<td>Undecanol</td>
<td>29</td>
<td>9</td>
</tr>
<tr>
<td>Diethyl ether</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>Chloroform</td>
<td>27</td>
<td>28</td>
</tr>
<tr>
<td>Benzene</td>
<td>29</td>
<td>35</td>
</tr>
<tr>
<td>Carbon tetrachloride</td>
<td>27</td>
<td>45</td>
</tr>
<tr>
<td>$n$-Octane (saturated)</td>
<td>21.8$^b$</td>
<td>51</td>
</tr>
<tr>
<td>$t$-Octene (unsaturated)</td>
<td>21.8$^b$</td>
<td>—</td>
</tr>
<tr>
<td>Iso-Octanes (branched)</td>
<td>18.8–22.0$^b$</td>
<td>—</td>
</tr>
<tr>
<td>$n$-Tetradecane</td>
<td>27</td>
<td>52</td>
</tr>
<tr>
<td>Paraffin wax</td>
<td>25</td>
<td>$\sim$ 50</td>
</tr>
<tr>
<td>Cyclohexane</td>
<td>25</td>
<td>51</td>
</tr>
<tr>
<td>PTFE</td>
<td>19</td>
<td>$\sim$ 50</td>
</tr>
<tr>
<td>Octadecane ($C_{18}H_{36}$)</td>
<td>28</td>
<td>52</td>
</tr>
<tr>
<td>Octadecene ($C_{18}H_{34}$)</td>
<td>—</td>
<td>15$^b$</td>
</tr>
<tr>
<td>Octadecadiene ($C_{18}H_{34}$)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>With tetradecane at 25°C (15.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water</td>
<td>72</td>
<td>53</td>
</tr>
<tr>
<td>Glycerol</td>
<td>64</td>
<td>36</td>
</tr>
<tr>
<td>Formamide</td>
<td>58</td>
<td>32</td>
</tr>
<tr>
<td>1,3 Propanediol</td>
<td>49</td>
<td>21</td>
</tr>
<tr>
<td>Ethylene glycol</td>
<td>48</td>
<td>20</td>
</tr>
<tr>
<td>Methylformamide</td>
<td>40</td>
<td>12</td>
</tr>
<tr>
<td>1,2 Propanediol</td>
<td>38</td>
<td>13</td>
</tr>
<tr>
<td>Dimethylformamide</td>
<td>37</td>
<td>5</td>
</tr>
<tr>
<td>With glycol at 20°C (15.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyclohexane</td>
<td>25.5</td>
<td>14</td>
</tr>
<tr>
<td>n-Hexane</td>
<td>18.5</td>
<td>16</td>
</tr>
</tbody>
</table>

* Values compiled from standard references, especially TEC Thermodynamic Tables for Hydrocarbons (1990), Landolt-Börnstein (1982), and Zografi and Yalkowsky (1974).

$^b$ Note that C=C double bonds and branching have only a small effect on the surface energies of hydrocarbons, but C=C=C bonds do have a dramatic effect on reducing their interfacial energies with water. Unsaturated hydrocarbons are also much more soluble in water than their saturated homologues.
Interfacial energy

When two immiscible liquids 1 and 2 are in contact, the free energy change in expanding their ‘interfacial’ area by unit area is known as their interfacial energy or interfacial tension \( \gamma_{12} \). The energetics associated with this expansion process may be understood by splitting it into two hypothetical steps (Fig. 15.1e): first, unit areas of media 1 and 2 are created, and are then brought into contact. The total free energy change \( \gamma_{12} \) is therefore

\[
\gamma_{12} = \frac{1}{2} W_{11} + \frac{1}{2} W_{22} - W_{12} = \gamma_1 + \gamma_2 - W_{12},
\]

(15.2)

which is often referred to as the Dupré equation. As shown in Fig. 15.1d, this energy is formally the same as that expended on separating two media 1 in medium 2 (\( W_{12} \)) or, conversely, of separating two media 2 in medium 1 (\( W_{212} \)). We may therefore also write

\[
\gamma_{12} = \frac{1}{2} W_{121} = \frac{1}{2} W_{212}.
\]

(15.3)

For a solid–liquid interface, \( \gamma_{13} \) is commonly denoted by \( \gamma_{SL} \), so that the Dupré equation may be written as

\[
\gamma_{SL} = \gamma_s + \gamma_L - W_{SL}.
\]

(15.4)

Table 15.1 gives the surface and interfacial energies of some common substances.

### Table 15.1 Surface and interfacial energies (mJ m\(^{-2}\))

<table>
<thead>
<tr>
<th>Liquid 1</th>
<th>Surface energy ( \gamma_1 )</th>
<th></th>
<th>Interfacial energy ( \gamma_{12} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclohexanol</td>
<td>32</td>
<td></td>
<td>With water at 20°C (( \gamma_{12} = 73 ))</td>
</tr>
<tr>
<td>Undecanol</td>
<td>29</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Diethyl ether</td>
<td>17</td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>Chloroform</td>
<td>27</td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>Benzene</td>
<td>29</td>
<td></td>
<td>28</td>
</tr>
<tr>
<td>Carbon tetrachloride</td>
<td>27</td>
<td></td>
<td>35</td>
</tr>
<tr>
<td>n-Octane (saturated)</td>
<td>21.8(^b)</td>
<td></td>
<td>51</td>
</tr>
<tr>
<td>t-Octene (unsaturated)</td>
<td>21.8(^b)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>iso-Octanes (branched)</td>
<td>18.8–22.0(^b)</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>n-Tetradecane</td>
<td>27</td>
<td></td>
<td>52</td>
</tr>
<tr>
<td>Paraffin wax</td>
<td>25</td>
<td></td>
<td>52</td>
</tr>
<tr>
<td>Cyclohexane</td>
<td>25</td>
<td></td>
<td>51</td>
</tr>
<tr>
<td>PTFE</td>
<td>19</td>
<td></td>
<td>19</td>
</tr>
<tr>
<td>Octadecane ((C_{18}H_{36}))</td>
<td>28</td>
<td></td>
<td>52</td>
</tr>
<tr>
<td>Octadecene ((C_{18}H_{36}))</td>
<td>—</td>
<td></td>
<td>19(^b)</td>
</tr>
<tr>
<td>Octadecadiene ((C_{18}H_{34}))</td>
<td>—</td>
<td></td>
<td>15(^b)</td>
</tr>
</tbody>
</table>

With tetradecane at 25°C (\( \gamma_{12} = 26 \))

<table>
<thead>
<tr>
<th>Liquid 1</th>
<th>Surface energy ( \gamma_1 )</th>
<th></th>
<th>Interfacial energy ( \gamma_{12} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>72</td>
<td></td>
<td>53</td>
</tr>
<tr>
<td>Glycerol</td>
<td>64</td>
<td></td>
<td>36</td>
</tr>
<tr>
<td>Formamide</td>
<td>58</td>
<td></td>
<td>32</td>
</tr>
<tr>
<td>1,3 Propanediol</td>
<td>49</td>
<td></td>
<td>21</td>
</tr>
<tr>
<td>Ethylene glycol</td>
<td>48</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>Methylformamide</td>
<td>40</td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>1,2 Propanediol</td>
<td>38</td>
<td></td>
<td>13</td>
</tr>
<tr>
<td>Dimethylformamide</td>
<td>37</td>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>

With glycol at 20°C (\( \gamma_{12} = 48 \))

<table>
<thead>
<tr>
<th>Liquid 1</th>
<th>Surface energy ( \gamma_1 )</th>
<th></th>
<th>Interfacial energy ( \gamma_{12} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclohexane</td>
<td>25.5</td>
<td></td>
<td>14</td>
</tr>
<tr>
<td>n-Hexane</td>
<td>18.5</td>
<td></td>
<td>16</td>
</tr>
</tbody>
</table>

\(^a\) Values compiled from standard references, especially CRC Thermodynamic Tables for Hydrocarbons (1990), Landolt-Börnstein (1982), and Zogral and Yalkowsky (1974).

\(^b\) Note that C=C double bonds and branching have only a small effect on the surface energies of hydrocarbons, but C=C=C bonds do have a dramatic effect on reducing their interfacial energies with water. Unsaturated hydrocarbons are also much more soluble in water than their saturated homologues.
If only dispersion forces are responsible for the interaction between media 1 and 2, then we have previously seen that to a good approximation

\[ W_{12} \approx \sqrt{W_{11}^2 W_{22}^2} \approx 2 \sqrt{\gamma_1 \gamma_2} \]

so that Eq. (15.2) now becomes (Adamson, 1976, Chs 3, 7)

\[ \gamma_{12} \approx \gamma_1 + \gamma_2 - 2 \sqrt{\gamma_1 \gamma_2} \quad (15.5) \]

where \( \gamma_1 \) and \( \gamma_2 \) are the dispersion force contributions to the surface tensions. Fowkes (1964) and Good and Elbing (1970) estimated that for water, the dispersion contribution to the total surface tension is \( 20 \pm 2 \) mN m\(^{-1}\) or about 27% of the total,\(^4\) the remaining 53 mN m\(^{-1}\) arising from non-dispersion (i.e., polar and H-bonding) interactions. Since water and hydrocarbon attract each other mainly via dispersion forces the interfacial tension of a hydrocarbon–water interface should therefore be given by Eq. (15.5). Thus, for octane–water, putting \( \gamma_1 = 21.8 \) mN m\(^{-1}\) and \( \gamma_2 = 20 \) mN m\(^{-1}\), we calculate

\[ \gamma_{12} \approx 21.8 + 72.75 - 2 \sqrt{21.8 \times 20} = 52.8 \text{ mN m}^{-1} \]

which is very close to the measured value of 50.8 mN m\(^{-1}\). This good agreement is obtained for many hydrocarbon–water interfaces, but the agreement is not so good for unsaturated hydrocarbons and for aromatic molecules such as benzene and toluene (Fowkes, 1964; Good and Elbing, 1970). Indeed, it is interesting to note that only one double bond can lower the interfacial energy of octadecane with water from 52 to 19 mJ m\(^{-2}\) (Table 15.1). Clearly, the C=C bond appears to have an unexpectedly strong interaction with water, a phenomenon that is also reflected in the much higher solubility of unsaturated alkanes in water compared to their saturated counterparts.

**Work of adhesion in a third medium**

It is left as an exercise for the reader to establish that the energy change on separating two media 1 and 2 in medium 3 (Fig. 15.1f) is given by

\[ W_{132} = W_{12} + W_{33} - W_{13} - W_{23} = \gamma_{13} + \gamma_{23} - \gamma_{12}. \quad (15.6) \]

\(^4\) Note the near agreement between this value and the probably fortuitous theoretical estimates of 24 and 25% obtained in Tables 6.3 and 11.4.

Note that \( W_{132} \) can be positive (attraction between 1 and 2) or negative (repulsion between 1 and 2). If medium 3 is vacuum, \( W_{132} \rightarrow W_{12}, \gamma_{13} \rightarrow \gamma_1, \gamma_{23} \rightarrow \gamma_2 \), and the above reduces to Eq. (15.2) as expected.

**Surface energy of transfer**

When a macroscopic particle 1 moves from medium 2 into medium 3 (Fig. 15.1g) the change in energy per unit area of the particle's surface is

\[ \Delta W = (W_{12} - \frac{1}{2} W_{23}) - (W_{13} - \frac{1}{2} W_{33}) = \gamma_{13} - \gamma_{12} \quad (15.7) \]

where \( (W_{12} - \frac{1}{2} W_{23}) \) is the energy required to first separate unit areas of media 1 and 2 and then bring into contact the newly created free surfaces of medium 2, and where \( -(W_{13} - \frac{1}{2} W_{33}) \) is the reverse operation for medium 1 with medium 3.

**15.2 Surface energies of small clusters and highly curved surfaces**

Here we shall briefly investigate the validity of applying the concept of surface energy to a very small droplet or even an isolated molecule. Clearly the idea of a surface tension cannot apply to a single molecule or even to a cluster of a few molecules. But the concept of a surface or interfacial energy remains valid, even for isolated molecules, since there is always an energy change associated with transferring a molecule from one medium to another, and this can always be expressed in terms of \( 4 \pi a^2 / \gamma_{13} - \gamma_{12} \), where \( a \) is the molecular radius. The question is, how close will the surface energy of a small cluster correspond to that of the bulk, planar interface? There is at present no simple answer to this problem (Sinanoglu, 1981), but we may gain a feel for the size limit by comparing the pair interactions between simple spherical molecules at a planar surface with those occurring at a highly curved surface. If \( -w \) is the pair energy at molecular contact, then for a planar close-packed surface lattice, with three unsaturated bonds per surface molecule, the surface energy is given by Eq. (11.33):

\[ \gamma \approx \sqrt{3w} / a^2 \approx 1.7w / a^2. \]

For an isolated molecule, with 12 unsaturated bonds, its effective surface energy will be

\[ \gamma \approx 12w / [4\pi(\sigma/2)^2] \approx 1.9w / a^2, \quad (15.8) \]
If only dispersion forces are responsible for the interaction between media 1 and 2, then we have previously seen that to a good approximation

\[ W_{12} \approx \sqrt{W_{11}^2 W_{22}^2} \approx 2 \sqrt{\gamma_1^d \gamma_2^d} \]

so that Eq. (15.2) now becomes (Adamson, 1976, Chs 3, 7)

\[ \gamma_{12} \approx \gamma_1 + \gamma_2 - 2 \sqrt{\gamma_1^d \gamma_2^d} \]

(15.5)

where \( \gamma_1^d \) and \( \gamma_2^d \) are the dispersion force contributions to the surface tensions. Fowkes (1964) and Good and Elbing (1970) estimated that for water, the dispersion contribution to the total surface tension is \( 20 \pm 2 \text{ mN m}^{-1} \) or about 27% of the total, the remaining 53 mN m\(^{-1}\) arising from non-dispersion (i.e., polar and H-bonding) interactions. Since water and hydrocarbon attract each other mainly via dispersion forces the interfacial tension of a hydrocarbon-water interface should therefore be given by Eq. (15.5). Thus, for octane-water, putting \( \gamma_1^d = 21.8 \text{ mN m}^{-1} \) and \( \gamma_2^d = 20 \text{ mN m}^{-1} \), we calculate

\[ \gamma_{12} \approx 21.8 + 72.75 - 2 \sqrt{21.8 \times 20} = 52.8 \text{ mN m}^{-1} \]

which is very close to the measured value of 50.8 mN m\(^{-1}\). This good agreement is obtained for many hydrocarbon-water interfaces, but the agreement is not so good for unsaturated hydrocarbons and for aromatic molecules such as benzene and toluene (Fowkes, 1964; Good and Elbing, 1970). Indeed, it is interesting to note that only one double bond can lower the interfacial energy of octadecane with water from 52 to 19 mJ m\(^{-2}\) (Table 15.1). Clearly, the C=\( \equiv \)C bond appears to have an unexpectedly strong interaction with water, a phenomenon that is also reflected in the much higher solubilities of unsaturated alkanes in water compared to their saturated counterparts.

**Work of adhesion in a third medium**

It is left as an exercise for the reader to establish that the energy change on separating two media 1 and 2 in medium 3 (Fig. 15.1f) is given by

\[ W_{132} = W_{12} + W_{33} - W_{13} - W_{23} = \gamma_{13} + \gamma_{23} - \gamma_{12}. \]

(15.6)

Note that \( W_{132} \) can be positive (attraction between 1 and 2) or negative (repulsion between 1 and 2). If medium 3 is vacuum, \( W_{132} \to W_{12} \), \( \gamma_{3} \to \gamma_{1} \), \( \gamma_{23} \to \gamma_{2} \), and the above reduces to Eq. (15.2) as expected.

**Surface energy of transfer**

When a macroscopic particle 1 moves from medium 2 into medium 3 (Fig. 15.1g) the change in energy per unit area of the particle's surface is

\[ \Delta W = (W_{12} - \frac{1}{2} W_{22}) - (W_{13} - \frac{1}{2} W_{33}) = \gamma_{13} - \gamma_{12} \]

(15.7)

where \( (W_{12} - \frac{1}{2} W_{22}) \) is the energy required to first separate unit areas of media 1 and 2 and then bring into contact the newly created free surfaces of medium 2, and where \(- (W_{13} - \frac{1}{2} W_{33}) \) is the reverse operation for medium 1 with medium 3.

### 15.2 SURFACE ENERGIES OF SMALL CLUSTERS AND HIGHLY CURVED SURFACES

Here we shall briefly investigate the validity of applying the concept of surface energy to a very small droplet or even an isolated molecule. Clearly the idea of a surface tension cannot apply to a single molecule or even to a cluster of a few molecules. But the concept of a surface or interfacial energy remains valid, even for isolated molecules, since there is always an energy change associated with transferring a molecule from one medium to another, and this can always be expressed in terms of \( 4\pi a^2 \gamma \) or \( 4\pi a^2 (\gamma_{13} - \gamma_{12}) \), where \( a \) is the molecular radius. The question is, how close will the surface energy of a small cluster correspond to that of the bulk, planar interface? There is at present no simple answer to this problem (Sinanoglu, 1981), but we may gain a feel for the size limit by comparing the pair interactions between simple spherical molecules at a planar surface with those occurring at a highly curved surface. If \(- w \) is the pair energy at molecular contact, then for a planar close-packed surface lattice, with three unsaturated bonds per surface molecule, the surface energy is given by Eq. (11.33):

\[ \gamma \approx \sqrt{3w/\sigma^2} \approx 1.7w/\sigma^2. \]

For an isolated molecule, with 12 unsaturated bonds, its effective surface energy will be

\[ \gamma \approx 12w/2[4\pi(\sigma/2)^2] \approx 1.9w/\sigma^2, \]

(15.8)
Similarly, Buffey et al. (1990) have found that small water clusters with about 20 molecules or less are probably in the liquid state already at 200 K. Note that these modified properties apply not only to isolated droplets but to any highly curved surfaces such as protruding asperities on a rough surface. It is also likely that the properties of associated and H-bonding liquids become more van der Waals-like in the first layer or two of a surface. This effect is believed to cause the surface of ice to have a thin liquid layer on it (known as 'surface melting') which is responsible for the low friction of ice (Dash, 1989).

15.3 Contact Angles and Wetting Films

Surface and interfacial energies determine how macroscopic liquid droplets deform when they adhere to a surface. In Fig. 15.3a (top) a large initially spherical droplet 2 in medium 3 approaches and then settles on the rigid flat surface of medium 1. The final total surface energy of the system is therefore

$$W_{\text{tot}} = \gamma_{23}(A_e + A_t) - W_{132}A_t,$$  (15.10)

where $A_e$ and $A_t$ are the curved and flat areas of the droplet. At equilibrium: $\gamma_{23}(dA_e + dA_t) - W_{132}dA_t = 0$. For a droplet of constant volume, it is easy to show using straightforward geometry that $dA_e/dA_t = \cos \theta$. Thus, the equilibrium condition ($\theta = \theta_0$) is

$$\gamma_{23}(1 + \cos \theta_0) = W_{132} = \gamma_{13} + \gamma_{23} - \gamma_{12},$$  (15.11)

or

$$\gamma_{12} + \gamma_{23} \cos \theta = \gamma_{13},$$  (15.12)

which is often derived by balancing the resolved interfacial tensions in the plane of the surface (Fig. 15.3a). If media 2 and 3 are interchanged, as in Fig. 15.3a (bottom), then Eq. (15.11) becomes

$$\gamma_{23}(1 + \cos \theta_0) = W_{123} = \gamma_{12} + \gamma_{23} - \gamma_{13},$$  (15.13)

that is,

$$\gamma_{12} - \gamma_{23} \cos \theta_0 = \gamma_{13},$$  (15.14)
Similarly, Buffey et al. (1990) have found that small water clusters with about 20 molecules or less are probably in the liquid state already at 200 K. Note that these modified properties apply not only to isolated droplets but to any highly curved surfaces such as protruding asperities on a rough surface. It is also likely that the properties of associated and H-bonding liquids become more van der Waals-like in the first layer or two of a surface. This effect is believed to cause the surface of ice to have a thin liquid layer on it (known as ‘surface melting’) which is responsible for the low friction of ice (Dash, 1989).

15.3 CONTACT ANGLES AND WETTING FILMS

Surface and interfacial energies determine how macroscopic liquid droplets deform when they adhere to a surface. In Fig. 15.3a (top) a large initially spherical droplet 2 in medium 3 approaches and then settles on the rigid flat surface of medium 1. The final total surface energy of the system is therefore

$$W_{tot} = \gamma_{23} (A_c + A_t) - W_{132} A_t,$$

(15.10)

where $A_c$ and $A_t$ are the curved and flat areas of the droplet. At equilibrium: $\gamma_{23} (dA_c + dA_t) - W_{132} dA_t = 0$. For a droplet of constant volume, it is easy to show using straightforward geometry that $dA_c / dA_t = \cos \theta$. Thus, the equilibrium condition ($\theta = \theta_0$) is

$$\gamma_{23} (1 + \cos \theta_0) = W_{132} = \gamma_{13} + \gamma_{23} - \gamma_{12},$$

(15.11)

or

$$\gamma_{12} + \gamma_{23} \cos \theta = \gamma_{13},$$

(15.12)

which is often derived by balancing the resolved interfacial tensions in the plane of the surface (Fig. 15.3a). If media 2 and 3 are interchanged, as in Fig. 15.3a (bottom), then Eq. (15.11) becomes

$$\gamma_{23} (1 + \cos \theta_0) = W_{231} = \gamma_{12} + \gamma_{23} - \gamma_{13},$$

(15.13)

that is,

$$\gamma_{12} - \gamma_{23} \cos \theta_0 = \gamma_{13},$$

(15.14)
Fig. 15.3. Contact angles can often be changed by chemically modifying surfaces or by addition of certain solute molecules into the medium that adsorb on the surfaces. For example, addition of ‘surface-active’ molecules such as detergents to water can cause the contact angle to increase from 0 to 180° (see Fig. 1.2d). When quartz is preheated above 300°C its hydrophilic surface silicon groups —Si(=O)(H)—Si(=O)H— give off water, leaving behind hydrophobic siloxane groups —Si—O—Si—, and the contact angle rises from 0 to about 60°. Note that the upper and lower drawings in each box are formally equivalent (with media 2 and 3 interchanged so that $\theta_0(\text{bottom}) = 180° - \theta_0(\text{top})$).

or

$$\gamma_{23}(1 - \cos \theta_0) = W_{132},$$

which is the same as Eq. (15.11) with $\theta_0$ replaced by $180° - \theta_0$. Thus, as might have been expected intuitively, the contact angle in Fig. 15.3a (bottom) is simply $180° - \theta_0$ of that in Fig. 15.3a (top).

While the above results were derived for the specific case of a spherically shaped droplet on a flat surface, the contact angle is independent of the surface geometry (Adamson, 1976, Ch. 7). Thus $\theta_0$ is the same on a curved surface, inside a capillary or at any point on an irregularly shaped surface. Further, the contact angle $\theta_0$ as given by the above equations is a thermodynamic, and hence a purely macroscopic, quantity—indeed independent of the nature of the forces between the molecules so long as these are of shorter range than the dimensions of the droplet. Thus, the contact angle tells us nothing about the microscopic contact angle or the shape of the liquid profile at the point where it meets the surface (Fig. 15.4).

The above equations are more generalized forms of the famous equations of Young and Dupré derived for liquid droplets on surfaces exposed to vapour. Thus, if medium 3 in Fig. 15.3a (top) is an inert atmosphere, Eqs (15.11) and (15.12) become

$$\gamma_{2}(1 + \cos \theta_0) = W_{12} \quad \text{(Young–Dupré equation)}$$

and

$$\gamma_{12} + \gamma_2 \cos \theta_0 = \gamma_1 \quad \text{(Young equation)}$$
Fig. 15.3. Contact angles can often be changed by chemically modifying surfaces or by addition of certain solute molecules into the medium that adsorb on the surfaces. For example, the addition of 'surface-active' molecules such as detergents to water can cause the contact angle to increase from 0 to 180° (see Fig. 1.2d). When quartz is preheated above 300°C its hydrophilic surface silanol groups — Si(OH)—Si(OH)— give off water, leaving behind hydrophobic siloxane groups — Si—O—Si—, and the contact angle rises from 0 to about 60°. Note that the upper and lower drawings in each box are formally equivalent (with media 2 and 3 interchanged so that \( \theta_2 \) (bottom) = 180° - \( \theta_1 \) (top)).

or

\[ \gamma_2(1 - \cos \theta_0) = W_{12}, \]  

(15.15)

which is the same as Eq. (15.11) with \( \theta_0 \) replaced by 180° - \( \theta_0 \). Thus, as might have been expected intuitively, the contact angle in Fig. 15.3a (bottom) is simply 180° - \( \theta_0 \) of that in Fig. 15.3a (top).

While the above results were derived for the specific case of a spherically shaped droplet on a flat surface, the contact angle is independent of the surface geometry (Adamson, 1976, Ch. 7). Thus \( \theta_0 \) is the same on a curved surface, inside a capillary or at any point on an irregularly shaped surface. Further, the contact angle \( \theta_0 \) as given by the above equations is a thermodynamic, and hence a purely macroscopic, quantity—indeed independent of the nature of the forces between the molecules so long as these are of shorter range than the dimensions of the droplet. Thus, the contact angle tells us nothing about the microscopic contact angle or the shape of the liquid profile at the point where it meets the surface (Fig. 15.4).

The above equations are more generalized forms of the famous equations of Young and Dupré derived for liquid droplets on surfaces exposed to vapour. Thus, if medium 3 in Fig. 15.3a (top) is an inert atmosphere, Eqs (15.11) and (15.12) become

\[ \gamma_2(1 + \cos \theta_0) = W_{12} \quad \text{(Young–Dupré equation)} \]  

(15.16)

and

\[ \gamma_{12} + \gamma_2 \cos \theta_0 = \gamma_1 \quad \text{(Young equation)} \]  

(15.17)
For example, for water on paraffin wax, the measured values are \( \theta_0 \approx 111^\circ \), \( \gamma_1(\text{paraffin}) \approx 25 \text{ mJ m}^{-2} \), and \( \gamma_2(\text{water}) \approx 73 \text{ mJ m}^{-2} \), from which we infer that \( \gamma_{12} \approx 51 \text{ mJ m}^{-2} \) (cf. Table 15.1) and that \( W_{12} \approx 47 \text{ mJ m}^{-2} \). Note that this is close to the value expected from

\[
W_{12} \approx 2\sqrt{\gamma_{12}^2} \approx 2\sqrt{25 \times 20} \approx 45 \text{ mJ m}^{-2}.
\]

There is one reported case where all four parameters of the Young equation have been independently measured (Pas Hamas and Israelachvili, 1981; Israelachvili, 1982). This concerns a droplet of \( 8 \times 10^{-4} \text{ M HTAB} \) solution on a monolayer-covered surface of mica for which \( \gamma_1(\text{solid}) = 27 \pm 2 \text{ mJ m}^{-2} \), \( \gamma_2(\text{liquid}) = 40 \text{ mJ m}^{-2} \), \( \gamma_{12}(\text{solid-liquid}) = 11 \pm 2 \text{ mJ m}^{-2} \), and \( \theta_0 = 64^\circ \), which agree with the Young equation.

In the case where medium 3 is a liquid, equilibrium can be attained at some finite distance \( D \) (Fig. 15.3b (top)) where the interaction energy \( W_{132} \) is a minimum, for example, a weak secondary minimum (Section 12.18). In such cases the contact angle is usually very low. Such phenomena occur, for example, when dissolved air bubbles or oil droplets containing lipid or surfactant monolayers (emulsion droplets) adhere weakly to each other or to a surface (Fig. 1.2d).

An analogous situation occurs when a liquid droplet attaches to a surface containing a thin physisorbed film of the same liquid (Fig. 15.3b (bottom)). Qualitatively one may say that here a small contact angle forms because the liquid rests on a surface that is of its own kind. Note that this is formally the same as that of Fig. 15.3b (top) with media 2 and 3 interchanged. Such cases occur quite often, for example, many different vapours including water and hydrocarbons adsorb as a monolayer on mica, and these liquids have a small but finite contact angle on mica of \( \theta_0 < 6^\circ \).

Finally, we may note that if the interaction between 1 and 2 across 3 is monotonically repulsive, the liquid droplet is now repelled from the surface (Fig. 15.3c (top)), and we must put \( W_{132} = 0 \). Such situations lead to the complete spreading of a liquid on a surface and the development of thick wetting films (Fig. 15.3c (bottom)), previously discussed in Sections 11.6 and 12.9.

15.4 \textbf{Hysteresis in Contact Angle and Adhesion Measurements}

The contact angle, being a thermodynamic quantity, should be expected to be a unique value for any particular system. But it is often found that when an interface advances along a surface the "advancing" contact angle, \( \theta_A \), is larger than the "receding" angle, \( \theta_R \) (Fig. 15.5). This is known as \textit{contact angle hysteresis} and there has been an ongoing debate as to its origins (Miller and Neogi, 1985). Clearly, the interface is not retracing its original path when it recedes, so that the process is not thermodynamically reversible. It is not immediately obvious which, if any, of the two contact angles represent the...
For example, for water on paraffin wax, the measured values are $\theta_0 \approx 111^\circ$, $\gamma_1$ (paraffin) $\approx 25$ mJ m$^{-2}$, and $\gamma_2$ (water) $\approx 73$ mJ m$^{-2}$, from which we infer that $\gamma_{12} \approx 51$ mJ m$^{-2}$ (cf. Table 15.1) and that $W_{12} \approx 47$ mJ m$^{-2}$. Note that this is close to the value expected from

$$W_{12} \approx 2\sqrt{\gamma_1\gamma_2} \approx 2\sqrt{25 \times 20} \approx 45 \text{ mJ m}^{-2}.$$ 

There is one reported case where all four parameters of the Young equation have been independently measured (Pashley and Israelachvili, 1981; Israelachvili, 1982). This concerns a droplet of $8 \times 10^{-4}$ M HTAB solution on a monolayer-covered surface of mica for which $\gamma_1$ (solid) $= 27 \pm 2$ mJ m$^{-2}$, $\gamma_2$ (liquid) $= 40$ mJ m$^{-2}$, $\gamma_{12}$ (solid–liquid) $= 11 \pm 2$ mJ m$^{-2}$, and $\theta_0 = 64^\circ$, which agree with the Young equation.

In the case where medium 3 is a liquid, equilibrium can be attained at some finite distance $D$ (Fig. 15.3b (top)) where the interaction energy $W_{132}$ is a minimum, for example, a weak secondary minimum (Section 12.18). In such cases the contact angle is usually very low. Such phenomena occur, for example, when dissolved air bubbles or oil droplets containing lipid or surfactant monolayers (emulsion droplets) adhere weakly to each other or to a surface (Fig. 1.2d).

An analogous situation occurs when a liquid droplet attaches to a surface containing a thin physisorbed film of the same liquid (Fig. 15.3b (bottom)). Qualitatively one may say that here a small contact angle forms because the liquid rests on a surface that is of its own kind. Note that this is formally the same as that of Fig. 15.3b (top) with media 2 and 3 interchanged. Such cases occur quite often, for example, many different vapours including water and hydrocarbons adsorb as a monolayer on mica, and these liquids have a small but finite contact angle on mica of $\theta_0 < 6^\circ$.

Finally, we may note that if the interaction between 1 and 2 across 3 is monotonically repulsive, the liquid droplet is now repelled from the surface (Fig. 15.3c (top)), and we must put $W_{132} = 0$. Such situations lead to the complete spreading of a liquid on a surface and the development of thick wetting films (Fig. 15.3c (bottom)), previously discussed in Sections 11.6 and 12.9.

### 15.4 Hysteresis in Contact Angle and Adhesion Measurements

The contact angle, being a thermodynamic quantity, should be expected to be a unique value for any particular system. But it is often found that when an interface advances along a surface the ‘advancing’ contact angle, $\theta_A$, is larger than the ‘receding’ angle, $\theta_R$ (Fig. 15.5). This is known as contact angle hysteresis and there has been an ongoing debate as to its origins (Miller and Neogi, 1985). Clearly, the interface is not retracing its original path when it recedes, so that the process is not thermodynamically irreversible. It is not immediately obvious which, if any, of the two contact angles represent the...
truly equilibrium value. The matter has not been easy to resolve experimentally, for example, by allowing very long equilibration times, since advancing and receding angles can be stable for very long times.

The phenomenon of contact angle hysteresis is really a manifestation of a much more important effect: the hysteresis in the adhesion energy of two phases, where at least one is usually a solid (Fig. 15.5d). For example, for a liquid droplet on a solid surface, it is the different values of $W$ for the advancing and receding liquid with the surface that results in the different values for $\theta$ via the Young–Dupré equation, Eq. (15.16).

The existence of hysteresis and irreversibility usually means that a system is trapped in a metastable, non-equilibrium state. In the case of the contact angle of a liquid droplet on a solid surface this can be due to the absence of mechanical equilibrium (Fig. 15.5a), chemical equilibrium (Fig. 15.5b), or a combination of these including thermal equilibrium (Fig. 15.5c). Let us consider these in more detail.

First, consider three liquid phases in contact with each other, as shown in Fig. 15.6a. At the three-phase boundary the three contact angles will be uniquely determined by the three interfacial tensions according to the triangle of forces rule. When this condition is satisfied true thermodynamic equilibrium will have been attained. Now consider the situation where the lower surface is a solid and where the three interfacial energies are unchanged. Clearly, the equilibrium geometry should also be unchanged, but in practice, if the solid is rigid and undeformable, the geometry will depend on the shape of the solid surface. Actually, a real solid will deform with time by creep; thus starting from Fig. 15.6b the system will slowly deform toward the true equilibrium geometry of Fig. 15.6a, but this may take billions of years.

**WORKED EXAMPLE**

Question:

1. Show that $\gamma_{12} \sin \theta_1 = \gamma_{13} \sin \theta_2$ in Fig. 15.6a.
2. If $\theta_1 = \theta_2 = 45^\circ$ in Fig. 15.6a, what is $\theta$ in Fig. 15.6b?
3. What balances the vertical component of the tension $\gamma_{12} \sin \theta$ in Fig. 15.6b?

Ignore gravitational effects.

Answer:

1. At equilibrium the pressure throughout the system must be uniform. This implies that the Laplace pressures of the two interfaces are the same and that the curvature of each interface is uniform. The radii $R_1$ and $R_2$ of the upper and lower curved interfaces must therefore be related by $\gamma_{12}/R_1 = \gamma_{13}/R_2$. Since $r = R_1 \sin \theta_1 = R_2 \sin \theta_2$, we immediately obtain the desired result which shows that the resolved vertical components of the interfacial tensions are balanced, as expected.

2. Equating vertical components we have: $\gamma_{12} \sin \theta_1 = \gamma_{13} \sin \theta_2$. Equating horizontal components we obtain: $\gamma_{12} \cos \theta_1 + \gamma_{13} \cos \theta_2 = \gamma_{23}$ and $\gamma_{12} \cos \theta + \gamma_{13} = \gamma_{23}$. Eliminating $\gamma_{12}, \gamma_{13}$ and $\gamma_{23}$ from these three equations yields:

$$\cos \theta = \cos \theta_1 - (1 - \cos \theta_2) \sin \theta_1 / \sin \theta_2.$$  \hspace{1cm} (15.18)

Inserting $\theta_1 = \theta_2 = 45^\circ$ into the above we obtain $\theta = \cos^{-1}(\sqrt{2} - 1) = 65.5^\circ$.

3. The apparently unbalanced vertical component of the tension $\gamma_{12} \sin \theta$ must be balanced by high local stresses on the solid surface (see Problem 15.6).
truly equilibrium value. The matter has not been easy to resolve experimentally, for example, by allowing very long equilibration times, since advancing and receding angles can be stable for very long times.

The phenomenon of contact angle hysteresis is really a manifestation of a much more important effect: the hysteresis in the adhesion energy of two phases, where at least one is usually a solid (Fig. 15.5d). For example, for a liquid droplet on a solid surface, it is the different values of $W$ for the advancing and receding liquid with the surface that results in the different values for $\theta$ via the Young–Dupré equation, Eq. (15.16).

The existence of hysteresis and irreversibility usually means that a system is trapped in a metastable, non-equilibrium state. In the case of the contact angle of a liquid droplet on a solid surface this can be due to the absence of mechanical equilibrium (Fig. 15.5a), chemical equilibrium (Fig. 15.5b), or a combination of these including thermal equilibrium (Fig. 15.5c). Let us consider these in more detail.

First, consider three liquid phases in contact with each other, as shown in Fig. (15.6a). At the three-phase boundary the three contact angles will be uniquely determined by the three interfacial tensions according to the triangle of forces rule. When this condition is satisfied true thermodynamic equilibrium will have been attained. Now consider the situation where the lower surface is a solid and where the three interfacial energies are unchanged. Clearly, the equilibrium geometry should also be unchanged, but in practice, if the solid is rigid and undeformable, the geometry will depend on the shape of the solid surface. Actually, a real solid will deform with time by creep; thus starting from Fig. 15.6b the system will slowly deform toward the true equilibrium geometry of Fig. 15.6a, but this may take billions of years.

\[ \text{Fig. 15.6. (a) Equilibrium configuration of liquid droplet (or lens) on another liquid. (b) Non-equilibrium (but stable) configuration of liquid droplet on a solid surface. Equation 15.18 shows that } \theta \text{ will be greater than } \theta', \text{ but less than } (\theta_1 + \theta_2). \text{ (c) Microscopic and molecular-scale deformations that can occur to relax the unresolved vertical component of the interfacial tension.} \]

\[ \text{Answer:} \]

1. At equilibrium the pressure throughout the system must be uniform. This implies that the Laplace pressures of the two interfaces are the same and that the curvature of each interface is uniform. The radii $R_1$ and $R_2$ of the upper and lower curved interfaces must therefore be related by $y_{12}/R_1 = y_{13}/R_2$. Since $r = R_1 \sin \theta_1 = R_2 \sin \theta_2$, we immediately obtain the desired result which shows that the resolved vertical components of the interfacial tensions are balanced, as expected.

2. Equating vertical components we have: $y_{12} \sin \theta_1 = y_{13} \sin \theta_2$. Equating horizontal components we obtain: $y_{12} \cos \theta_1 = y_{13} \cos \theta_2 = y_{23}$ and $y_{12} \gamma_1 + y_{13} \gamma_2 + y_{13} = y_{23}$. Eliminating $y_{12}$, $y_{13}$ and $y_{23}$ from these equations yields:

\[ \cos \theta = \cos \theta_1 - (1 - \cos \theta_2) \sin \theta_1 / \sin \theta_2. \quad (15.18) \]

Inserting $\theta_1 = \theta_2 = 45^\circ$ into the above we obtain $\theta = \cos^{-1} \left( \sqrt{2} - 1 \right) = 65.5^\circ$.

3. The apparently unbalanced vertical component of the tension $y_{12} \sin \theta$ must be balanced by high local stresses on the solid surface (see Problem 15.6).
This can result in elastic or even plastic deformations which cause the surface to bulge upwards (Shanahan and de Gennes, 1986) as illustrated in Fig. 15.6c, left. More importantly, it may lead to molecular rearrangements that alter the local surface energies so as to reduce these local stresses (Fig. 15.6c, right). These stress relaxation effects usually act to reduce the final contact angles \( \theta' \) and \( \theta'' \) below \( \theta \).

All the above effects can lead to hysteresis and ageing effects of contact angles and adhesion energies. Thus, values of \( \theta \) and \( W \) will usually differ for advancing and receding boundaries, with \( W_b \) being generally larger than \( W_a \), so that \( \theta_a > \theta_b \). But these differences also depend on dynamic factors such as the rate at which the boundaries move.

15.5 Adhesion Force Between Solid Particles: The JKR and Hertz Theories

The adhesion force of two rigid (incompressible) macroscopic spheres is simply related to their work of adhesion by

\[
F = 2\pi \left( \frac{R_1 R_2}{R_1 + R_2} \right) \gamma_{12} \tag{15.19}
\]

This general result is a direct consequence of the Derjaguin approximation, Eq. (10.18), and leads to the following special cases:

\[
F = 2\pi R \gamma_{3L} \quad \text{(two identical spheres in liquid),} \tag{15.19a}
\]

\[
F = 2\pi R \gamma_s \quad \text{(two identical spheres in vacuum),} \tag{15.19b}
\]

\[
F = 4\pi R \gamma_s \quad \text{(sphere on flat surface in vacuum),} \tag{15.19c}
\]

\[
F = 4\pi R \gamma_{3S} \quad \text{(sphere on flat surface in vapour).} \tag{15.19d}
\]

Real particles, however, are never completely rigid, and on coming into contact they deform elastically under the influence of any externally applied load as well as the attractive intersurface forces that pull the two surfaces together, this gives rise to a finite contact area even under zero external load (Fig. 15.7). One of the first attempts at a rigorous theoretical treatment of the adhesion of elastic spheres is due to Johnson, Kendall and Roberts (1971), whose theory, the 'JKR theory', forms the basis of modern theories of 'adhesion mechanics' (Pollock et al., 1978; Barquins and Maugis, 1982; Georges, 1982). In the JKR theory two spheres of radii \( R_1 \) and \( R_2 \), elastic moduli \( K \), and surface energy \( W_{12} \) per unit area, will flatten when pressed together under an external load or force, \( F \), such that their contact area will have a radius \( a \) given by

\[
a = \sqrt{\frac{K}{F} \left[ 3\pi R W_{12} + \sqrt{6\pi R W_{12} F + (3\pi R W_{12})^2} \right]} \tag{15.20}
\]

where \( R = R_1 R_2/(R_1 + R_2) \). For a sphere of radius \( R \) on a flat surface of the same material (Fig. 15.7b) we may put \( R_2 = \infty, R = R_1 \) and \( W_{12} = 2\gamma \) in the above equation, so that under zero load (\( F = 0 \)) the contact radius is finite and given by

\[
a_0 = (6\pi R^2 W_{12}/K)^{1/3} = (12\pi R^2 \gamma_{3S}/K)^{1/3} \tag{15.21}
\]

Equation (15.20) further shows that under small negative loads (\( F < 0 \)) the solids still adhere until at some critical negative force the surfaces suddenly jump apart. For a sphere on a flat (Fig. 15.7c) this adhesion or 'pull-off' force is given by

\[
F = -3\pi R \gamma_{3S} \tag{15.22}
\]

and separation occurs abruptly once the contact radius has fallen to

\[
a = a_0/4^{1/3} = 0.63 a_0. \tag{15.23}
\]
This can result in elastic or even plastic deformations which cause the surface to bulge upwards (Shanahan and de Gennes, 1986) as illustrated in Fig. 15.6c, left. More importantly, it may lead to molecular rearrangements that alter the local surface energies so as to reduce these local stresses (Fig. 15.6c, right). These stress relaxation effects usually act to reduce the final contact angles \( \theta' \) and \( \theta'' \) below \( \theta \).

All the above effects can lead to hysteresis and ageing effects of contact angles and adhesion energies. Thus, values of \( \theta \) and \( W \) will usually differ for advancing and receding boundaries, with \( W_a \) being generally larger than \( W_r \), so that \( \theta_a > \theta_r \). But these differences also depend on dynamic factors such as the rate at which the boundaries move.

### 15.5 Adhesion Force Between Solid Particles: The JKR and Hertz Theories

The adhesion force of two rigid (incompressible) macroscopic spheres is simply related to their work of adhesion by

\[
F = 2\pi \left( \frac{R_1 R_2}{R_1 + R_2} \right) W_{12}.
\]

(15.19)

This general result is a direct consequence of the Derjaguin approximation, Eq. (10.18), and leads to the following special cases:

- For two identical spheres in liquid:
  \[
  F = 2\pi R \gamma_{SL} \quad \text{(two identical spheres in liquid),} \quad (15.19a)
  \]

- For two identical spheres in vacuum:
  \[
  F = 2\pi R \gamma_s \quad \text{(two identical spheres in vacuum),} \quad (15.19b)
  \]

- For a sphere on a flat surface in vacuum:
  \[
  F = 4\pi R \gamma_s \quad \text{(sphere on flat surface in vacuum),} \quad (15.19c)
  \]

- For a sphere on flat surface in vapour:
  \[
  F = 4\pi R \gamma_{SV} \quad \text{(sphere on flat surface in vapour).} \quad (15.19d)
  \]

Real particles, however, are never completely rigid, and on coming into contact they deform elastically under the influence of any externally applied load as well as the attractive intersurface forces that pull the two surfaces together, this gives rise to a finite contact area even under zero external load (Fig. 15.7). One of the first attempts at a rigorous theoretical treatment of the adhesion of elastic spheres is due to Johnson, Kendall and Roberts (1971), whose theory, the 'JKR theory', forms the basis of modern theories of 'adhesion mechanics' (Pollock et al., 1978; Barquins and Maugis, 1982; Georges, 1982). In the JKR theory two spheres of radii \( R_1 \) and \( R_2 \), elastic moduli \( K \), and surface energy \( W_{12} \) per unit area, will flatten when pressed together under an external load or force, \( F \), such that their contact area will have a radius \( a \) given by

\[
a^2 = \frac{R}{K} \left[ F + 3\pi R W_{12} + \sqrt{6\pi R W_{12} F + (3\pi R W_{12})^2} \right]
\]

(15.20)

where \( R = R_1 R_2/(R_1 + R_2) \). For a sphere of radius \( R \) on a flat surface of the same material (Fig. 15.7b) we may put \( R_2 = \infty \), \( R = R_1 \) and \( W_{12} = 2\gamma_{SV} \) in the above equation, so that under zero load (\( F = 0 \)) the contact radius is finite and given by

\[
a_0 = (6\pi R^2 W_{12}/K)^{1/3} = (12\pi R^2 \gamma_{SV}/K)^{1/3}.
\]

(15.21)

Equation (15.20) further shows that under small negative loads (\( F < 0 \)) the solids still adhere until at some critical negative force the surfaces suddenly jump apart. For a sphere on a flat (Fig. 15.7b) this adhesion or 'pull-off' force is given by

\[
F_0 = -3\pi R \gamma_{SV}
\]

(15.22)

and separation occurs abruptly once the contact radius has fallen to

\[
a_s = a_0/4^{1/3} = 0.63a_0.
\]

(15.23)
Note that according to the JKR theory a finite elastic modulus, $K$, while having an effect on the contact area $a$ and $a_0$, has no effect on the adhesion force, $F_a$, an interesting and unexpected result that has nevertheless been verified experimentally (see below). The central displacement $\delta$ is given by (see Fig. 15.7b)

$$\delta = \frac{a^3}{R} \left[ 1 - \frac{2}{3} \left( \frac{a_0}{a} \right)^{\frac{3}{2}} \right].$$  

(15.24)

Another useful equation gives the pressure or stress distribution within the contact circle as

$$P(x) = \frac{3Ka}{2\pi R} \left( 1 - x^2 \right)^{\frac{1}{2}} - \left( \frac{3KW_{12}}{2\pi a} \right)^{\frac{1}{2}} \left( 1 - x^2 \right)^{-\frac{1}{2}}$$  

(15.25)

where $x = r/a$ (see Fig. 15.7b).

When $W_{12} = 0$ we have the much simpler case of two non-adhering spheres, and the equations of the JKR theory reduce to those of the Hertz (1881) theory, viz:

- **Adhesion force:** $F_a = 0$
- **Contact radius:** $a^3 = RF/K$
- **Displacement:** $\delta = a^2/R = F/Ka$
- **Pressure:** $P(x) = \frac{3K\alpha}{2\pi R} \left( 1 - x^2 \right)^{\frac{1}{2}} - \frac{3F(1 - x^2)^{\frac{1}{2}}}{2\pi a^2}$

The last equation shows that at the centre ($x = 0$) the pressure is $P(0) = \frac{1}{2}F/\pi a^2$, which is 1.50 times the mean pressure across the contact circle.

One difficulty with the JKR theory is that it predicts an infinite stress at the edge of the contact circle (at $x = 1$) where the surfaces are expected to bend infinitely sharply through 90°. This unphysical situation arises because the JKR theory is a continuum theory and implicitly assumes that the attractive forces between the two surfaces act over an infinitesimally small range. However, these infinities disappear as soon as the attractive force law between the surfaces is allowed to have a finite range, for example, by assuming a Lennard–Jones potential (Muller et al., 1980, 1983; Burgess et al., 1990, Fogden and White, 1990). But these modified JKR theories are extremely complex and can only be solved numerically with a computer. One simple conclusion, however, is that in the limit of small deformations the adhesion force changes from the ‘JKR limit’ of $F_a = -3\pi R\gamma$ to the so-called ‘DMT limit’ of $F_a = -4\pi R\gamma$ of the Derjaguin–Muller–Toporov theory (Derjaguin et al., 1975; Muller et al., 1980, 1983; Fogden and White, 1990).

Apart from its breakdown within the last few nanometres of the bifurcation boundary, most of the equations of the JKR theory and all the equations of the Hertz theory have been experimentally tested for molecularly smooth surfaces and found to apply extremely well (Johnson et al., 1971; Tabor, 1977; Israelachvili et al., 1980b; Horn et al., 1987). Thus, it has been verified that two adhering surfaces separate spontaneously once the contact radius has fallen to about 60% of the equilibrium radius $a_0$, in good agreement with Eq. (15.23). It has also been verified that the contact area of two surfaces as a function of applied load is excellently described by Eq. (15.27) for non-adhering surfaces and by Eq. (15.20) for adhering surfaces (Horn et al., 1987). Finally, Eq. (15.22) relating the adhesion force to the surface or interfacial energy has been found to be correct to within about 25% for a variety of surfaces in vapours or liquids and to be independent of the elastic modulus and contact area of the contacting curved surfaces (Israelachvili et al., 1980b; Shchukin et al., 1981; Shchukin, 1982).

A more serious practical limitation of the JKR and Hertz theories is that they assume perfectly smooth surfaces. Most particle surfaces are rough, and esperites as small as 1–2 nm can significantly lower their adhesion, but there is as yet no satisfactory theory for such real world situations.

Another important aspect of interparticle adhesion concerns the role of adhesion energy hysteresis. Just as in the case of a liquid droplet advancing or receding on a surface, a growing (advancing) and contracting (receding) contact area between two solid surfaces can also have different values for $W$ or $\gamma$. This can be due to the inherent instabilities and irreversibilities associated with the bonding/debonding or loading/unloading cycles of solid surfaces (Fig. 15.5d) or because of molecular rearrangements and interdigitations occurring at the contact interface as a function of time (Landman et al., 1990). Both of these effects will give rise to an advancing adhesion energy, $W_a$, that is less than the receding energy, $W_r$, and thus to hysteresis effects and energy dissipation. The notion that even the simplest adhesion process may not always be reversible, but involves energy dissipation, has profound effects for understanding many adhesion phenomena and also provides a link between adhesion and friction. These matters, however, are outside the scope of this book.

A knowledge of interparticle adhesion forces and adhesion mechanisms in general is important for understanding many technological processes such as particle agglomeration in colloidal dispersions and during mineral separation processes, the strength of ceramics and soils, friction and lubrication, and, of course, adhesives. In Chapter 18 we shall consider the somewhat different deformations associated with the adhesion of fluid-like (rather than elastic) amphiphilic particles such as lipid bilayer vesicles.
Note that according to the JKR theory a finite elastic modulus, $K$, while having an effect on the contact area $a$ and $a_0$, has no effect on the adhesion force, $F_a$, an interesting and unexpected result that has nevertheless been verified experimentally (see below).

The central displacement $\delta$ is given by (see Fig. 15.7b)

$$\delta = \frac{a^2}{R} \left[ 1 - \frac{2}{3} \left( \frac{a_0}{a} \right)^{3/2} \right].$$  \hspace{1cm} (15.24)

Another useful equation gives the pressure or stress distribution within the contact circle as

$$P(x) = \frac{3Ka}{2\pi R} \left( 1 - x^2 \right)^{1/2} - \left( \frac{3K{W_{12}}}{2\pi a} \right) \left( 1 - x^2 \right)^{-1/2}.$$  \hspace{1cm} (15.25)

where $x = r/a$ (see Fig. 15.7b).

When $W_{12} = 0$ we have the much simpler case of two non-adhering spheres, and the equations of the JKR theory reduce to those of the Hertz (1881) theory, viz:

<table>
<thead>
<tr>
<th>Adhesion force: $F_a$</th>
<th>0 \hspace{1cm} (15.26)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact radius: $a^3$</td>
<td>$RF/K$ \hspace{1cm} (15.27)</td>
</tr>
<tr>
<td>Displacement: $\delta$</td>
<td>$a^2/R = F/Ka$ \hspace{1cm} (15.28)</td>
</tr>
<tr>
<td>Pressure: $P(x)$</td>
<td>$\frac{3Ka(1 - x^2)^{1/2}}{2\pi R} = \frac{3F(1 - x^2)^{1/2}}{2\pi a^2}$. \hspace{1cm} (15.29)</td>
</tr>
</tbody>
</table>

The last equation shows that at the centre ($x = 0$) the pressure is $P(0) = \frac{1}{2}F/\pi a^2$, which is 1.50 times the mean pressure across the contact circle.

One difficulty with the JKR theory is that it predicts an infinite stress at the edge of the contact circle (at $x = 1$) where the surfaces are expected to bend infinitely sharply through 90°. This unphysical situation arises because the JKR theory is a continuum theory and implicitly assumes that the attractive forces between the two surfaces act over an infinitesimally small range. However, these infinities disappear as soon as the attractive force law between the surfaces is allowed to have a finite range, for example, by assuming a Lennard–Jones potential (Muller et al., 1980, 1983; Burgess et al., 1990, Fogden and White, 1990). But these modified JKR theories are extremely complex and can only be solved numerically with a computer. One simple conclusion, however, is that in the limit of small deformations the adhesion force changes from the ‘JKR limit’ of $F_a = -4\pi R\gamma$ of the Derjaguin–Mueller–Toporov theory (Derjaguin et al., 1975; Muller et al., 1980, 1983; Fogden and White, 1990).

Apart from its breakdown within the last few nanometres of the bifurcation boundary, most of the equations of the JKR theory and all the equations of the Hertz theory have been experimentally tested for molecularly smooth surfaces and found to apply extremely well (Johnson et al., 1971; Tabor, 1977; Israelachvili et al., 1980b; Horn et al., 1987). Thus, it has been verified that two adhering surfaces separate spontaneously once the contact radius has fallen to about 60% of the equilibrium radius $a_0$, in good agreement with Eq. (15.23). It has also been verified that the contact area of two surfaces as a function of applied load is excellently described by Eq. (15.27) for non-adhering surfaces and by Eq. (15.20) for adhering surfaces (Horn et al., 1987). Finally, Eq. (15.22) relating the adhesion force to the surface or interfacial energy has been found to be correct to within about 25% for a variety of surfaces in vapours or liquids and to be independent of the elastic modulus and contact area of the contacting curved surfaces (Israelachvili et al., 1980b; Shchukin et al., 1981; Shchukin, 1982).

A more serious practical limitation of the JKR and Hertz theories is that they assume perfectly smooth surfaces. Most particle surfaces are rough, and esporities as small as 1–2 nm can significantly lower their adhesion, but there is as yet no satisfactory theory for such real world situations.

Another important aspect of interparticle adhesion concerns the role of adhesion energy hysteresis. Just as in the case of a liquid droplet advancing or receding on a surface, a growing (advancing) and contracting (receding) contact area between two solid surfaces can also have different values for $W$ or $\gamma$. This can be due to the inherent instabilities and irreversibilities associated with the bonding/debonding or loading/unloading cycles of solid surfaces (Fig. 15.5d) or because of molecular rearrangements and interdigitations occurring at the contact interface as a function of time (Landman et al., 1990). Both of these effects will give rise to an advancing adhesion energy, $W_a$, that is less than the receding energy, $W_r$, and thus to hysteresis effects and energy dissipation. The notion that even the simplest adhesion process may not always be reversible, but involves energy dissipation, has profound effects for understanding many adhesion phenomena and also provides a link between adhesion and friction. These matters, however, are outside the scope of this book.

A knowledge of interparticle adhesion forces and adhesion mechanisms in general is important for understanding many technological processes such as particle agglomeration in colloidal dispersions and during mineral separation processes, the strength of ceramics and soils, friction and lubrication, and, of course, adhesives. In Chapter 18 we shall consider the somewhat different deformations associated with the adhesion of fluid-like (rather than elastic) amphiphilic particles such as lipid bilayer vesicles.
15.6 EFFECT OF CAPILLARY CONDENSATION ON ADHESION

The mechanical and adhesive properties of many substances are very sensitive to the presence of even trace amounts of vapours in the atmosphere. For example, the adhesion of powders (Visser, 1976), the strength of quartz (Paterson and Kekulawala, 1979) and the seismic properties of rocks (Clark et al., 1980) are markedly dependent on the relative humidity. All these effects are due in part to the capillary condensation of water around surface contact sites (e.g., in cracks and pores), which, as we shall see, can have a profound effect on the strength of adhesion joints.

Liquids that wet or have a small contact angle on surfaces will spontaneously condense from vapour into cracks and pores as bulk liquid (Fig. 15.8a,b). At equilibrium the meniscus curvature \((1/r_1 + 1/r_2)\) is related to the relative vapour pressure (relative humidity for water) \(p/p_{sat}\) by the well-known Kelvin equation (Adamson, 1976, Ch. 2)

\[
\left( \frac{1}{r_1} + \frac{1}{r_2} \right)^{-1} = R = \frac{\gamma V}{RT \log(p/p_{sat})}, \tag{15.30}
\]

where \(r_0\) is the Kelvin radius and \(V\) is the molar volume \((\gamma V/RT = 0.54\, \text{nm}^3\) for water at \(20\,\text{°C})\). Thus, for a spherical concave water meniscus (putting \(r_1 = r_2 = r\)), we find \(r = \infty\) at \(p/p_{sat} = 1\), \(r \approx -10\,\text{nm}\) at \(p/p_{sat} = 0.9\), \(r \approx -1.6\,\text{nm}\) at \(p/p_{sat} = 0.5\), and \(-0.5\,\text{nm}\) at \(p/p_{sat} = 0.1\) (10% relative humidity).

What is the effect of a liquid condensate on the adhesion force between a macroscopic sphere and a surface (Fig. 15.8c)? A simple derivation is to consider the Laplace pressure in the liquid (Adamson, 1976, Ch. 1):

\[
P = \gamma_L \left( \frac{1}{r_1} + \frac{1}{r_2} \right) \approx \frac{\gamma_L}{r_1} \quad \text{(since } r_2 \gg r_1). \tag{15.31}
\]

The Laplace pressure acts on an area \(\pi x^2 \approx 2\pi Rd\) between the two surfaces, thus pulling them together with a force \(F \approx 2\pi Rd(\gamma_L/r_1)\). For small \(\phi\), \(\delta \approx 2r_1 \cos \theta\), and we obtain for the Laplace pressure contribution to the adhesion force

\[
F \approx 4\pi R \gamma_L \cos \theta. \tag{15.32}
\]

The additional force arising from the resolved surface tension around the circumference is always small compared to the Laplace pressure contribution except for \(\theta \approx 90^\circ\) when \(\cos \theta \approx 0\).

An alternative derivation is to consider how the total surface free energy of the system \(W_{tot}\) changes with separation \(D\) (Fig. 15.8d). For small \(\phi\),

\[
W_{tot} \approx 2\pi R^2 \sin^2 \phi (\gamma_{BL} - \gamma_{SV}) + \text{constant} + \text{smaller terms}
\]

so that

\[
F = -dW_{tot}/dD = +4\pi R^2 \phi \gamma_L \cos \theta (d\phi/dD). \tag{15.33}
\]

Now if the liquid volume \(V\) remains constant, then since

\[
V \approx \pi R^2 \sin ^2 \phi (D + d) - \left(\pi R^3/3\right)(1 - \cos \phi)^2(2 + \cos \phi)
\]

\[
\approx \pi R^2 D \phi^2 + \pi R^3 \phi^4/4 \quad \text{for small } \phi
\]
15.6 Effect of Capillary Condensation on Adhesion

The mechanical and adhesive properties of many substances are very sensitive to the presence of even trace amounts of vapours in the atmosphere. For example, the adhesion of powders (Visser, 1976), the strength of quartz (Paterson and Keckulawala, 1979) and the seismic properties of rocks (Clark et al., 1980) are markedly dependent on the relative humidity. All these effects are due in part to the capillary condensation of water around surface contact sites (e.g., in cracks and pores), which, as we shall see, can have a profound effect on the strength of adhesion joints.

Liquids that wet or have a small contact angle on surfaces will spontaneously condense from vapour into cracks and pores as bulk liquid (Fig. 15.8a,b). At equilibrium the meniscus curvature \((1/r_1 + 1/r_2)\) is related to the relative vapour pressure (relative humidity for water) \(p/p_{sat}\) by the well-known Kelvin equation (Adamson, 1976, Ch. 2)

\[
\left( \frac{1}{r_1} + \frac{1}{r_2} \right)^{-1} = r_K = \frac{\gamma V}{RT \log(p/p_{sat})},
\]

where \(r_K\) is the Kelvin radius and \(V\) is the molar volume \((\gamma V/RT = 0.54 \text{ nm for water at } 20^\circ\text{C})\). Thus, for a spherical concave water meniscus (putting \(r_1 = r_2 = r\)), we find \(r = \infty\) at \(p/p_{sat} = 1\), \(r \approx -10\text{ nm at } p/p_{sat} = 0.9\), \(r \approx -1.6\text{ nm at } p/p_{sat} = 0.5\), and \(r \approx -0.5\text{ nm at } p/p_{sat} = 0.1\) (10\% relative humidity).

What is the effect of a liquid condensate on the adhesion force between a macroscopic sphere and a surface (Fig. 15.8c)? A simple derivation is to consider the Laplace pressure in the liquid (Adamson, 1976, Ch. 1):

\[
P = \gamma_L \left( \frac{1}{r_1} + \frac{1}{r_2} \right) \approx \frac{\gamma_L}{r_1} \quad \text{(since } r_2 \gg r_1).\]

The Laplace pressure acts on an area \(\pi x^2 \approx 2\pi Rd\) between the two surfaces, thus pulling them together with a force \(F \approx 2\pi Rd(\gamma_L/r_1)\). For small \(\phi\), \(d \approx 2r_1 \cos \theta\), and we obtain for the Laplace pressure contribution to the adhesion force

\[
F \approx 4\pi R \gamma_L \cos \theta.
\]

The additional force arising from the resolved surface tension around the circumference is always small compared to the Laplace pressure contribution except for \(\theta \approx 90^\circ\) when \(\cos \theta \approx 0\).

An alternative derivation is to consider how the total surface free energy of the system \(W_{tot}\) changes with separation \(D\) (Fig. 15.8d). For small \(\phi\),

\[
W_{tot} \approx 2\pi R^2 \sin^2 \phi (\gamma_{KL} - \gamma_{LV}) + \text{ constant + smaller terms}
\]

\(= -2\pi R^2 \phi^2 \gamma_L \cos \theta + \text{ constant},\)

so that

\[
F = -dW_{tot}/dD = +4\pi R^2 \phi \gamma_L \cos \theta (d\phi/dD).
\]

Now if the liquid volume \(V\) remains constant, then since

\[
V \approx \pi R^2 \sin^2 \phi (D + d) = (\pi R^2/3)(1 - \cos \phi)^2 (2 + \cos \phi)
\]

\[\approx \pi R^2 D \phi^2 + \pi R^3 \phi^4/4\quad \text{for small } \phi
\]
we have $dV/dD = 0$, which gives

$$\frac{d\phi}{dD} = \frac{1}{(R\phi + 2D/\phi)}.$$ 

Thus, the attractive force between the sphere and the surface due to the liquid bridge is

$$F = \frac{4\pi RL \cos \theta}{(1 + D/d)}$$

(15.34)

and maximum attraction occurs at $D = 0$, where

$$F = F_{\text{max}} = 4\pi RL \cos \theta,$$

(15.35)

which is the same as Eq. (15.32). More rigorous expressions, valid for large $\phi$ and different contact angles on each surface, are given by Orr et al. (1975). The case of a liquid bridge in equilibrium with vapour (where the Kelvin radius rather than the volume remains constant as $D$ changes) is considered in Problem 15.10.

One other important parameter must be included in the above expression. This is the direct solid–solid contact adhesion force inside the liquid annulus, Eq. (15.19). The final result for a meniscus of radius $r_1$ (where $R > r_1$) is therefore

$$F = 4\pi R (\gamma_L \cos \theta + \gamma_{LV}) = 4\pi R \gamma_{SV}.$$ 

(15.36)

In the absence of any condensing vapour (i.e., as $r_1 \to 0$) the above reduces to Eq. (15.19c): $F = 4\pi R \gamma_S$. For two spheres, $R$ is replaced by $\sqrt{(1/R_1 + 1/R_2)}^{-1}$ in all the above equations.

Since $\gamma_S > \gamma_{SV}$ the adhesion force should always be less in a vapour than in a vacuum. In practice, however, one often has to compare $\gamma_{SV}$, with $\gamma_{SV}$, depending on the relative adsorptions of different vapours from the atmosphere, and the adhesion force in air may increase with relative humidity if $\gamma_{SV}$ (moist air) > $\gamma_{SV}$ (dry air).

Equation (15.36) shows that the adhesion force in vapour must exceed $4\pi RL \cos \theta$. Often $\gamma_L \cos \theta$ greatly exceeds $\gamma_{SV}$, whence the adhesion force is determined solely by the surface energy of the liquid (e.g., water) and is then adequately given by Eq. (15.35).  

---

Note that Eqs (15.35) and (15.36) are independent of the meniscus radius $r_1$ so that it is of interest to establish below what radius, or relative vapour pressure, these equations break down. McFarlane and Tabor (1950) verified that the adhesion force between glass spheres and a flat glass surface in saturated vapours of water, glycerol, decane, octane, alcohol, benzene and aniline are all given by $F = 4\pi R \gamma_L \cos \theta$ to within a few percentage points. Fisher and Israelachvili (1981) measured the adhesion forces between curved mica surfaces in various vapours such as cyclohexane and benzene and found that $F = 4\pi R \gamma_L \cos \theta$ is already valid once the relative vapour pressures exceed 0.1–0.2, corresponding to meniscus radii of only ~0.5 nm, i.e., about the size of the molecules. However, for water, a larger radius of ~2 nm appears to be needed before Eq. (15.35) is satisfied (Christenson, 1988b; Hirz et al., 1991). These results confirm the suggestion made in Section 15.2 that for molecules that interact via a simple Lennard-Jones pair potential, their bulk surface energy is already manifest at very small curvatures.

Since real particle surfaces are often rough their adhesion in vapour is not always given by Eq. (14.36). For example, the adhesion of dry sand particles is very small, and even when slightly moist the adhesion is not much different since the condensed water is only bridging small asperities (Fig. 15.8a). However, once $r_2$ exceeds the asperity size but is still less than the particle radius $R$ (Fig. 15.8b), the adhesion force attains its full strength of $F = 4\pi R \gamma_L \cos \theta$ (McFarlane and Tabor, 1950). Finally, when sand is completely wet the adhesion will once again be very low. It is for this reason that one can only build sandcastles with moist sand, but not with dry or completely wet sand (R. Pashley, unpublished results).

Capillary condensation also occurs when water condenses from a solvent in which it is only sparingly soluble, for example, from hydrocarbon solvents where the solubility is usually below 100 ppm. In such circumstances the presence of even 20 ppm (i.e., 20–40% of saturation) can lead to a dramatic increase in the adhesion of hydrophilic colloidal particles. Indeed, it has long been known that trace amounts of water can have a dramatic effect on colloidal stability (Bloomquist and Shutt, 1940; Parfitt and Peacock, 1978) and surfactant association (Eicke, 1980) in non-polar organic solvents; and the enhanced agglomeration of metal ores and coal particles in oils by addition of water forms the basis of several industrial separation and extraction processes (Henry et al., 1980). Christenson (1983, 1985b) found that in the presence of small amounts (< 100 ppm) of water the adhesion force between mica surfaces in benzene, octane, cyclohexane and the liquid OMCTS is given by Eq. (15.35) to within 20% with $\gamma_L$ replaced by the liquid–liquid interfacial energy $\gamma_{L2}$. The enhanced adhesion in such systems arises because $\gamma_{L2}$ is typically 35–50 mJ m$^{-2}$ (Table 15.1)—much higher than the solid–liquid interfacial energies in the anhydrous liquids.
we have \( \frac{dV}{dD} = 0 \), which gives

\[
\frac{d\phi}{dD} = \frac{1}{(R\phi + 2D/\phi)}.
\]

Thus, the attractive force between the sphere and the surface due to the liquid bridge is

\[
F = \frac{4\pi R\gamma_L \cos \theta}{(1 + D/d)}
\]

(15.34)

and maximum attraction occurs at \( D = 0 \), where

\[
F = F_{\text{max}} = 4\pi R\gamma_L \cos \theta,
\]

(15.35)

which is the same as Eq. (15.32). More rigorous expressions, valid for large \( \phi \) and different contact angles on each surface, are given by Orr et al. (1975). The case of a liquid bridge in equilibrium with vapour (where the Kelvin radius rather than the volume remains constant as \( D \) changes) is considered in Problem 15.10.

One other important parameter must be included in the above expression. This is the direct solid–solid contact adhesion force inside the liquid annulus, Eq. (15.19). The final result for a meniscus of radius \( r_1 \) (where \( R \gg r_1 \)) is therefore

\[
F = 4\pi R(\gamma_L \cos \theta + \gamma_{SV}) = 4\pi R\gamma_{SV}.
\]

(15.36)

In the absence of any condensing vapour (i.e., as \( r_1 \to 0 \)) the above reduces to Eq. (15.19c): \( F = 4\pi R\gamma_S \). For two spheres, \( R \) is replaced by \((1/R_1 + 1/R_2)^{-1}\) in all the above equations.

Since \( \gamma_S > \gamma_{SV} \), the adhesion force should always be less in a vapour than in a vacuum. In practice, however, one often has to compare \( \gamma_{SV} \) with \( \gamma_{SV} \), depending on the relative adsorptions of different vapours from the atmosphere, and the adhesion force in air may increase with relative humidity if \( \gamma_{SV} \) (moist air) \( > \gamma_{SV} \) (dry air).

Equation (15.36) shows that the adhesion force in vapour must exceed \( 4\pi R\gamma_L \cos \theta \). Often \( \gamma_L \cos \theta \) greatly exceeds \( \gamma_{SV} \), whereas the adhesion force is determined solely by the surface energy of the liquid (e.g., water) and is then adequately given by Eq. (15.35).

Note that Eqs. (15.35) and (15.36) are independent of the meniscus radius \( r_1 \) so that it is of interest to establish below what radius, or relative vapour pressure, these equations break down. McFarlane and Tabor (1950) verified that the adhesion force between glass spheres and a flat glass surface in saturated vapours of water, glycerol, decane, alcohol, benzene, and aniline are all given by \( F = 4\pi R\gamma_L \cos \theta \) to within a few percentage points. Fisher and Israelachvili (1981) measured the adhesion forces between curved mica surfaces in various vapours such as cyclohexane and benzene and found that \( F = 4\pi R\gamma_L \cos \theta \) is already valid once the relative vapour pressures exceed 0.1–0.2, corresponding to meniscus radii of only \(-0.5\) nm, i.e., about the size of the molecules. However, for water, a larger radius of \(-2\) nm appears to be needed before Eq. (15.35) is satisfied (Christenson, 1988b; Hirz et al., 1991). These results confirm the suggestion made in Section 15.2 that for molecules that interact via a simple Lennard-Jones pair potential, their bulk surface energy is already manifest at very small curvatures.

Since real particle surfaces are often rough their adhesion in vapour is not always given by Eq. (14.36). For example, the adhesion of dry sand particles is very small, and even when slightly moist the adhesion is not much different since the condensed water is only bridging small asperities (Fig. 15.8a). However, once \( r_S \) exceeds the asperity size but is still less than the particle radius \( R \) (Fig. 15.8b), the adhesion force attains its full strength of \( F = 4\pi R\gamma_L \cos \theta \) (McFarlane and Tabor, 1950). Finally, when sand is completely wet the adhesion will once again be very low. It is for this reason that one can only build sandcastles with moist sand, but not with dry or completely wet sand (R. Pashley, unpublished results).

Capillary condensation also occurs when water condenses from a solvent in which it is only sparingly soluble, for example, from hydrocarbon solvents where the solubility is usually below 100 ppm. In such circumstances the presence of even 20 ppm (i.e., 20–40% of saturation) can lead to a dramatic increase in the adhesion of hydrophilic colloidal particles. Indeed, it has long been known that trace amounts of water can have a dramatic effect on colloidal stability (Bloomquist and Shutt, 1940; Parfitt and Peacock, 1978) and surfactant association (Eicke, 1980) in non-polar organic solvents; and the enhanced agglomeration of metal ores and coal particles in oils by addition of water forms the basis of several industrial separation and extraction processes (Henry et al., 1980). Christenson (1983, 1985b) found that in the presence of small amounts (<100 ppm) of water the adhesion force between mica surfaces in benzene, octane, cyclohexane and the liquid OMCTS is given by Eq. (15.35) to within 20% with \( \gamma_L \) replaced by the liquid–liquid interfacial energy \( \gamma_{12} \). The enhanced adhesion in such systems arises because \( \gamma_{12} \) is typically 35–50 mJ m\(^{-2}\) (Table 15.1)—much higher than the solid–liquid interfacial energies in the anhydrous liquids.

\[ F = 4\pi R(\gamma_L \cos \theta + 0.75\gamma_{SV}) \]
Finally, an interesting phenomenon occurs when two hydrophobic particles interact in water. If the contact angle exceeds 90° the above equations now predict that a vapour cavity should 'capillary condense' between the two surfaces, again resulting in a strongly adhesive force. This is exactly what has been observed in such systems (Christenson, 1989).

**PROBLEMS AND DISCUSSION TOPICS**

15.1 A liquid cylinder of radius \( R \) is connected between two flat solid walls a distance \( L \) apart as shown in Problem 1.4. Calculate the normal force between the two walls using two different methods: (i) by considering the surface energies \( \gamma_L, \gamma_A \) and \( \gamma_{SL} \) of the various surfaces and interfaces, and (ii) by resolving forces. You should, of course, arrive at the same result in each case. Ignore any gravitational effects.

15.2 For two surfaces interacting in a liquid their adhesion energy (i.e. their energy in final molecular contact with no liquid between them) is often well accounted for by continuum theories (e.g. the Lifshitz theory applied to the interaction across a medium) even though the form of the oscillatory force law with distance is not. Why is this? *(Hint: split up the interaction into three separate steps.)*

15.3 It is found that the surface tension of a liquid (solvent) at the liquid–air interface either (i) increases or (ii) decreases when solute molecules are dissolved in the liquid. From a consideration of the van der Waals forces between the solute molecules and the surfaces would you expect positive or negative adsorption at the liquid–air interface in the case of (i) and (ii)?

15.4 How would you expect the adhesion energy between two molecularly smooth crystalline surfaces to depend on the relative orientation of their surface crystallographic axes ('twist' angles)?

15.5 Two bodies floating on the surface of a dense liquid have contact angles as shown in Fig. 15.9. In each case, determine whether the force between the bodies due to surface tension effects is attractive or repulsive.

15.6 Estimate the local tensile pressure acting normal to a solid surface at the point where a macroscopic liquid droplet of water meets the surface? What effects could this have on the surface both at the microscopic and molecular levels?

15.7 When a liquid droplet moves along a solid surface, or a liquid filament moves forward in a capillary tube, since there is no slip at the solid–liquid interface how can this happen at the molecular level?

15.8 A liquid subtends a contact angle of \( \theta_1 \) on one surface (with surface chemical groups of type 1) and an angle \( \theta_2 \) on a second surface (with groups of type 2). Derive an equation giving the contact angle on a surface whose surface groups are composed of a fraction \( f_1 \) of type 1 and \( f_2 \) of type 2 (where \( f_1 + f_2 = 1 \)). Assume additivity of interaction potentials. State what further assumptions you have made in deriving your answer.

15.9 Consider the chemical potential of single-component molecules in small droplets and in the vapour phase and derive (i) the 'Laplace equation', Eq. (15.31), for the pressure across a curved liquid–vapour interface, and (ii) the 'Kelvin equation', Eq. (15.30), for the equilibrium meniscus radius as a function of the vapour pressure. Can an atmosphere of small liquid droplets be in true equilibrium with the bulk liquid phase?

15.10 Equation (15.34) for the force between a sphere and a flat due to the Laplace pressure of the liquid bridge between them applies to the case of constant liquid volume. What equation replaces this equation when the system is at true thermodynamic equilibrium with its surrounding vapour? Obtain your answer in two ways: first by resolving forces and second by differentiating the total energy of the system with respect to separation (the two solutions should, of course, be identical). Give your answer for \( F \) as a function of \( D \) in terms of \( R, D, \gamma_L, \theta \) and the Kelvin radius \( r_k \). Verify that as \( D \to 0 \) the force is the same as for the constant volume case, Eq. (15.35).
Finally, an interesting phenomenon occurs when two hydrophobic particles interact in water. If the contact angle exceeds 90° the above equations now predict that a vapour cavity should 'capillary condense' between the two surfaces, again resulting in a strongly adhesive force. This is exactly what has been observed in such systems (Christenson, 1989).

**PROBLEMS AND DISCUSSION TOPICS**

15.1 A liquid cylinder of radius $R$ is connected between two flat solid walls a distance $L$ apart as shown in Problem 1.4. Calculate the normal force between the two walls using two different methods: (i) by considering the surface energies $\gamma_L$, $\gamma_A$ and $\gamma_{SL}$ of the various surfaces and interfaces, and (ii) by resolving forces. You should, of course, arrive at the same result in each case. Ignore any gravitational effects.

15.2 For two surfaces interacting in a liquid their adhesion energy (i.e. their energy in final molecular contact with no liquid between them) is often well accounted for by continuum theories (e.g. the Lifshitz theory applied to the interaction across a medium) even though the form of the oscillatory force law with distance is not. Why is this? *(Hint: split up the interaction into three separate steps.)*

15.3 It is found that the surface tension of a liquid (solvent) at the liquid–air interface either (i) increases or (ii) decreases when solute molecules are dissolved in the liquid. From a consideration of the van der Waals forces between the solute molecules and the surfaces would you expect positive or negative adsorption at the liquid–air interface in the case of (i) and (ii)?

15.4 How would you expect the adhesion energy between two molecularly smooth crystalline surfaces to depend on the relative orientation of their surface crystallographic axes ('twist' angles)?

15.5 Two bodies floating on the surface of a dense liquid have contact angles as shown in Fig. 15.9. In each case, determine whether the force between the bodies due to surface tension effects is attractive or repulsive.

15.6 Estimate the local tensile pressure acting normal to a solid surface at the point where a macroscopic liquid droplet of water meets the surface? What effects could this have on the surface both at the microscopic and molecular levels?

15.7 When a liquid droplet moves along a solid surface, or a liquid filament moves forward in a capillary tube, since there is no slip at the solid–liquid interface how can this happen at the molecular level?

15.8 A liquid subtends a contact angle of $\theta_1$ on one surface (with surface chemical groups of type 1) and an angle $\theta_2$ on a second surface (with groups of type 2). Derive an equation giving the contact angle on a surface whose surface groups are composed of a fraction $f_1$ of type 1 and $f_2$ of type 2 (where $f_1 + f_2 = 1$). Assume additivity of interaction potentials. State what further assumptions you have made in deriving your answer.

15.9 Consider the chemical potential of single-component molecules in small droplets and in the vapour phase and derive (i) the 'Laplace equation', Eq. (15.31), for the pressure across a curved liquid–vapour interface, and (ii) the 'Kelvin equation', Eq. (15.30), for the equilibrium meniscus radius as a function of the vapour pressure. Can an atmosphere of small liquid droplets be in true equilibrium with the bulk liquid phase?

15.10 Equation (15.34) for the force between a sphere and a flat due to the Laplace pressure of the liquid bridge between them applies to the case of constant liquid volume. What equation replaces this equation when the system is at true thermodynamic equilibrium with its surrounding vapour? Obtain your answer in two ways: first by resolving forces and second by differentiating the total energy of the system with respect to separation (the two solutions should, of course, be identical). Give your answer for $F$ as a function of $D$ in terms of $R$, $D$, $\gamma_L$, $\theta$ and the Kelvin radius $r_K$. Verify that as $D \to 0$ the force is the same as for the constant volume case, Eq. (15.35).
15.11 Two molecularly smooth rigid spheres, each of radius 1 cm, are in contact in an atmosphere of water vapour at 90% relative humidity. If the surface tension of water is 73 mN m$^{-2}$, what is the equilibrium adhesion force needed to pull them apart if the contact angle is 0°? Assume that the surfaces are uncharged and ignore any other forces between the surfaces across water.

Estimate how the equilibrium adhesion force will be affected if:

(i) there is also an attractive van der Waals force between the surfaces in water with a Hamaker constant of $A = 10^{-20}$ J;

(ii) there is no van der Waals force, but a strong short-range monotonically repulsive hydration force between the surfaces in water, extending about 2 nm;

(iii) the surfaces are not molecularly smooth.

(Hint: for any quantitative estimates of effects (ii) and (iii) first calculate the equilibrium meniscus (Kelvin) radius of the water annulus bridging the two surfaces.)

15.12 A drop of water bridges two plane parallel surfaces. The contact angle is $\theta$. The radius of the neck, $R$, is much larger than the surface separation, $D$. Derive an equation for the force, $F$, between the two surfaces. Is $F$ always attractive? Are there situations when $F = 0$?

15.13 A 2 mm thick glass disc (density: 3000 kg m$^{-3}$) is lying on another, larger, glass disc. Both surfaces are smooth and flat, and both are wetted by water (contact angle: 0°). When immersed in water each surface acquires a surface charge density of $\sigma = 0.2$ C m$^{-2}$. What is the equilibrium separation between the two surfaces when (i) the discs are totally immersed in pure water, and (ii) they are exposed to air saturated with water vapour?

15.14 For a microscopic liquid sphere would you expect its (i) density, (ii) boiling point and (iii) surface energy to be larger or smaller than the bulk material?

15.15 Owens (1970) reported the effects of immersing a surface of propylene (material A) coated with a thin film of the copolymer vinylidene chloride (material B) into water and various aqueous surfactant solutions, $L$. The interfacial energy of the substrate–film interface is $\gamma_{AB} = 3.5$ mN m$^{-2}$, while the other surface and interfacial energies are given in Table 15.2. In which liquids would you expect the coating to spontaneously separate (debond) from the surface?

Is it surprising that the lowering of the surface tension of water by addition of surfactant is not related to the effectiveness of the surfactant solution in separating the two surfaces, i.e., to its effectiveness as a detergent?

15.16 Consider Fig. 10.6b where a deformable tape is being peeled away from a rigid surface. At first one might suppose that all that matters is that the surface or adhesion energy (per unit area) of the two materials be high. However, it is found that easily deformable tapes can be peeled off more easily than hard tapes, and that in general the visco-elastic properties of the tape backing material is very important for determining the performance of an 'adhesive'. Why is this?

15.17 Two cylindrical fibres of radii $R_1$ and $R_2$ are brought into contact in an atmosphere of water vapour. The fibres have their axes at some arbitrary angle $\alpha$ relative to each other. Show that for fibre radii greater than about 1 $\mu$m the adhesive force between them is constant over a large range of relative humidity and is given by

$$F_{ad} = \frac{4\pi \sqrt{R_1 R_2 (\gamma_{SL} + \gamma_{LV} \cos \theta)}}{\sin \alpha}$$

Would you expect the above equation to overestimate or underestimate the adhesion at (i) low humidities ($< 50\%$), (ii) high humidities ($> 99\%$), (iii) small fibre radii ($< 1 \mu$m)?
15.11 Two molecularly smooth rigid spheres, each of radius 1 cm, are in contact in an atmosphere of water vapour at 90% relative humidity. If the surface tension of water is 73 mJ m\(^{-2}\), what is the equilibrium adhesion force needed to pull them apart if the contact angle is 0°? Assume that the surfaces are uncharged and ignore any other forces between the surfaces across water.

Estimate how the equilibrium adhesion force will be affected if:

(i) there is also an attractive van der Waals force between the surfaces in water with a Hamaker constant of \(A = 10^{-20}\) J;
(ii) there is no van der Waals force, but a strong short-range monotonically repulsive hydration force between the surfaces in water, extending about 2 nm;
(iii) the surfaces are not molecularly smooth.

*(Hint: for any quantitative estimates of effects (ii) and (iii) first calculate the equilibrium meniscus (Kelvin) radius of the water annulus bridging the two surfaces.)*

15.12 A drop of water bridges two plane parallel surfaces. The contact angle is \(\theta\). The radius of the neck, \(R\), is much larger than the surface separation, \(D\). Derive an equation for the force, \(F\), between the two surfaces. Is \(F\) always attractive? Are there situations when \(F = 0\)?

15.13 A 2 mm thick glass disc (density: 3000 kg m\(^{-3}\)) is lying on another, larger, glass disc. Both surfaces are smooth and flat, and both are wetted by water (contact angle: 0°). When immersed in water each surface acquires a surface charge density of \(\sigma = 0.2\) C m\(^{-2}\). What is the equilibrium separation between the two surfaces when (i) the discs are totally immersed in pure water, and (ii) they are exposed to air saturated with water vapour?

15.14 For a microscopic liquid sphere would you expect its (i) density, (ii) boiling point and (iii) surface energy to be larger or smaller than the bulk material?

15.15 Owens (1970) reported the effects of immersing a surface of propylene (material A) coated with a thin film of the copolymer vinylidene chloride (material B) into water and various aqueous surfactant solutions, \(L\). The interfacial energy of the substrate–film interface is \(\gamma_{AB} = 3.5\) mJ m\(^{-2}\), while the other surface and interfacial energies are given in Table 15.2. In which liquids would you expect the coating to spontaneously separate (debond) from the surface?

Is it surprising that the lowering of the surface tension of water by addition of surfactant is not related to the effectiveness of the surfactant solution in separating the two surfaces, i.e., to its effectiveness as a detergent?

15.16 Consider Fig. 10.6b where a deformable tape is being peeled away from a rigid surface. At first one might suppose that all that matters is that
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THERMODYNAMIC PRINCIPLES OF SELF-ASSEMBLY

16.1 INTRODUCTION

In Part III we shall be looking at the interactions of small molecular aggregates such as micelles, bilayers, vesicles and biological membranes, which form readily in aqueous solution by the spontaneous self-association or self-assembly of certain amphiphilic molecules (see Figs 16.1 and 16.2 and Table 16.1). These structures and the systems they form—sometimes collectively referred to as association colloids or complex fluids—stand apart from the conventional colloidal particles discussed in Part II in one important respect: unlike solid particles or rigid macromolecules such as DNA, they are soft and flexible, i.e., fluid-like. This is because the forces that hold amphiphilic molecules together in micelles and bilayers are not due to strong covalent or ionic bonds but arise from weaker van der Waals, hydrophobic, hydrogen-bonding and screened electrostatic interactions. Thus, if the solution conditions, such as the electrolyte concentration or the pH, of an aqueous suspension of micelles or vesicles is changed, not only will this affect the interactions between the aggregates but it will also affect the intermolecular forces within each aggregate, thereby modifying the size and shape of the structures themselves. It is therefore necessary to begin by considering the factors that determine how and why certain molecules associate into various well-defined structures.

In Chapters 16 and 17 we shall be concerned with the thermodynamic and physical principles of self-assembly in general and of amphiphilic molecules such as surfactants and lipids in particular, while in the final Chapter 18 we shall investigate the various forces between amphiphilic structures and surfaces, and examine their role in the interactions of, for example, lipid vesicles and biological membranes.

Our first concern will be to formulate the basic equations of self-assembly in general statistical thermodynamic terms and then go on to investigate the relevant intermolecular interactions that determine into which structures
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In Chapters 16 and 17 we shall be concerned with the thermodynamic and physical principles of self-assembly in general and of amphiphilic molecules such as surfactants and lipids in particular, while in the final Chapter 18 we shall investigate the various forces between amphiphilic structures and surfaces, and examine their role in the interactions of, for example, lipid vesicles and biological membranes.

Our first concern will be to formulate the basic equations of self-assembly in general statistical thermodynamic terms and then go on to investigate the relevant intermolecular interactions that determine into which structures
Table 16.1 Some common amphiphiles

| Anionic | Single-chained surfactants | C_{12}H_{25}-O-SO_3^−Na⁺ | Sodium dodecyl sulphate (SDS or NaDS) | C_{18}H_{37}-COO^−H⁺ | Stearic acid |
| Anionic | | | | Hexadecyl trimethylammonium bromide (HTAB or CTAB) |
| Cationic | | C_{12}H_{25}-N^+(CH_3)_3Br⁻ | | Pentaethyleneglycol dodecyl ether (C_{12}E_5) |
| Non-ionic | | C_{12}H_{25}-O-CH_2-CH_2-C_8H_7-OH | | Lysolecithin |
| Zwitterionic | | Single chained lecithin (see below) |

Double-chained phospholipids

- Bonds that can be hydrolyzed by phospholipases to form lysophospholipids
- Name of phospholipid: phosphatidic acid (anionic)
- Characterizing group: -H, pK ~ 11

Hydrocarbon chains

- Normally contain 16–18 carbons per chain, the R₂ chain containing 1–3 cis

Other double-chained surfactants and lipids

- diC₁₂: dilauryl...
  - Phosphatidyl choline or lecithin (zwitterionic)
  - Characterizing group: \(-\text{CH}_2-\text{CH}_2-\text{N}^+(\text{CH}_3)_3\)

- diC₁₄: dimyristoyl...
  - Phosphatidyl ethanolamine (zwitterionic)
  - Characterizing group: \(-\text{CH}_3\text{-CH}_2-\text{NH}_3^+\) pK ~ 11

- diC₁₆: dipalmitoyl...
  - Phosphatidyl glycerol (anionic)
  - Characterizing group: \(-\text{CH}_3\text{-CH}_2\text{-OH}\)

- diC₁₈: distearoyl...
  - Phosphatidyl serine (anionic)
  - Characterizing group: \(-\text{CH}_3\text{-CH}_2\text{-NH}_3^+\)

- Dihexadecyl dimethylammonium bromide (diC₁₂DAB)

- Monoagalactosyl-sydiglyceride (MGDC)

- Digalactosyl-diglyceride (DGDC)

- Aerosol OT

- Sugar head groups

* About 50% of biological lipids have an unsaturated chain; these increase the fluidity and hydrophilicity of bilayers.
* Phosphatidylcholines and phosphatidylethanolamines are the two major lipids found in animal membranes, while the galactoolipids DGDC and MGDC are the major constituents of plant thylakoid membranes. Note that none of these carry a net charge at normal pH.
* The ionic states of the headgroups are given for aqueous dispersions at pH 7. At high pH (> 11.5) phosphatidylethanolamine becomes negatively charged while at low pH (< 1) it becomes positively charged.
different amphiphiles will assemble. We shall find that a very beautiful picture emerges that brings out the role of molecular geometry in determining the structures formed, and from which many of the physical properties of these structures can be quantitatively understood without requiring a detailed knowledge of the very complex short-range forces operating between the polar headgroups and hydrocarbon chains. (By analogy, the van der Waals equation of state contains no information on the nature and range of intermolecular forces, i.e., the force laws, and yet provides a very satisfactory description of gas–liquid phase behaviour. Indeed, when van der Waals in 1873 proposed his famous equation he knew nothing about the origin and nature of van der Waals forces.)

16.2 Fundamental thermodynamic equations of self-assembly

The literature on this subject is voluminous and often confusing, the most rigorous treatment being that of Hall and Pethica (1967) based on Hill’s classic book on small systems thermodynamics (Hill, 1963, 1964). We shall follow the more simplified approach and notation of Tanford (1973, 1980) for micelles, which was later extended to larger lipid aggregates such as bilayers, vesicles, other micellar phases and microemulsion droplets by Nagarajan and Ruckenstein (1977, 1979), Israelachvili et al. (1976, 1977, 1980a), Wennerström and Lindman (1979), Mitchell and Ninham (1981), Szleifer et al. (1985, 1986), Blankstein et al. (1986), Israelachvili (1987c), and Pivetta and Blankstein (1990).

Equilibrium thermodynamics requires that in a system of molecules that form aggregated structures in solution (Fig. 16.3) the chemical potential of all identical molecules in different aggregates be the same. This may be expressed as

\[
\mu = \mu_0^n + kT \log X_1 = \mu_2^n + \frac{1}{2}kT \log \frac{1}{2}X_2 = \mu_3^n + \frac{1}{3}kT \log \frac{1}{3}X_3 = \ldots
\]

monomers dimers trimers

or

\[
\mu = \mu_N^n + \frac{kT}{N} \log \left( \frac{X_N}{N} \right) = \text{constant, } N = 1, 2, 3, \ldots, \quad (16.1)
\]

where \( \mu_N^n \) is the mean chemical potential of a molecule in an aggregate of aggregation number \( N \), \( \mu_0^n \) the standard part of the chemical potential (the
different amphiphiles will assemble. We shall find that a very beautiful picture emerges that brings out the role of molecular geometry in determining the structures formed, and from which many of the physical properties of these structures can be quantitatively understood without requiring a detailed knowledge of the very complex short-range forces operating between the polar headgroups and hydrocarbon chains. (By analogy, the van der Waals equation of state contains no information on the nature and range of intermolecular forces, i.e., the force laws, and yet provides a very satisfactory description of gas–liquid phase behaviour. Indeed, when van der Waals in 1873 proposed his famous equation he knew nothing about the origin and nature of van der Waals forces.)

16.2 FUNDAMENTAL THERMODYNAMIC EQUATIONS OF SELF-ASSEMBLY

The literature on this subject is voluminous and often confusing, the most rigorous treatment being that of Hall and Pethica (1967) based on Hill’s classic book on small systems thermodynamics (Hill, 1963, 1964). We shall follow the more simplified approach and notation of Tanford (1973, 1980) for micelles, which was later extended to larger lipid aggregates such as bilayers, vesicles, other micellar phases and microemulsion droplets by Nagarajan and Ruckenstein (1977, 1979), Israelachvili et al. (1976, 1977, 1980a), Wenerström and Lindman (1979), Mitchell and Ninham (1981), Szeleifer et al. (1985, 1986), Blankstein et al. (1986), Israelachvili (1987c), and Puvvada and Blankstein (1990).

Equilibrium thermodynamics requires that in a system of molecules that form aggregated structures in solution (Fig. 16.3) the chemical potential of all identical molecules in different aggregates be the same. This may be expressed as

$$
\mu = \mu_0 + kT \log X_1 = \mu_2 + \frac{1}{2} kT \log \frac{1}{2} X_2 = \mu_3 + \frac{1}{3} kT \log \frac{1}{3} X_3 = \ldots
$$

monomers dimers trimers

or

$$
\mu = \mu_N = \mu_0 + \frac{kT}{N} \log \left( \frac{X_N}{N} \right) = \text{constant}, \quad N = 1, 2, 3, \ldots, \quad (16.1)
$$

where $\mu_N$ is the mean chemical potential of a molecule in an aggregate of aggregation number $N$, $\mu_0$ the standard part of the chemical potential (the
mean interaction free energy per molecule) in aggregates of aggregation number \( N \), and \( X_i \) the concentration (more strictly the activity) of molecules in aggregates of number \( N \) \((N = 1, \mu_0^N \) and \( X_i \) correspond to isolated molecules, or monomers, in solution). Equation (16.1) may also be derived using the familiar law of mass action (Alexander and Johnson, 1950) as follows: referring to Fig. 16.3 we may write

\[
\begin{align*}
\text{rate of association} &= k_1 X_i^N, \\
\text{rate of dissociation} &= k_N(X_M/N),
\end{align*}
\]

where

\[
K = k_1/k_N = \exp\left[-N(\mu_0^N - \mu_0)/kT\right]
\]

(16.2)

is the ratio of the two 'reaction' rates (the equilibrium constant). These combine to give Eq. (16.1), which can also be written in the more useful (and equivalent) forms

\[
X_N = N\{(X_M/M)\exp[M(\mu_0^N - \mu_0)/kT]\}^{N/M}
\]

(16.3a)

and, putting \( M = 1 \),

\[
X_N = N\{X_i\exp[(\mu_1^N - \mu_0^N)/kT]\}^N
\]

(16.3b)

where \( M \) is any arbitrary reference state of aggregates (or monomers) with aggregation number \( M \) (or \( 1 \)). Equations (16.3) together with the conservation relation for the total solute concentration \( C \)

\[
C = X_1 + X_2 + X_3 + \cdots = \sum_{N=1}^{\infty} X_N
\]

(16.4)

completely defines the system. Depending on how the free energies \( \mu_0^N, \mu_1^N \) are defined the dimensionless concentrations \( C \) and \( X_N \) can be expressed in volume fraction or mole fraction units \((\text{mol dm}^{-3})/55.5 \text{ or } M/55.5 \text{ for aqueous solutions}) \). In particular, note that \( C \) and \( X_N \) can never exceed unity. Equation (16.2) assumes ideal mixing and is restricted to dilute systems where interaggregate interactions can be ignored. The effects of such interactions will be considered later.

**WORKED EXAMPLE**

*Question:* Certain types of solute molecules are found to self-assemble in solution into discrete macromolecular clusters with a fixed aggregation number \( N \) per cluster. The equilibrium between monomers \((A)\) and aggregates \((B)\) in the solution may be expressed in the form of a chemical reaction:

\[
A + A + A + \cdots = B.
\]

Let \( X_A \) and \( X_B \) be the concentrations of \( A \) and \( B \) in mole fraction units, let \( K \) be the equilibrium constant for the reaction, and let \( C \) be the total concentration of solute molecules in the solution.

(i) Obtain a relation between \( K, N, C \) and \( X_A \), and show that for \( K \gg 1 \) and \( N \gg 1 \) the concentration of monomers, \( X_A \), can never exceed \((NK)^{-1/N}\).

(ii) If \( K = 10^{60} \) and \( N = 20 \) calculate the concentration of molecules in monomers \((X_A)\) and in aggregates \((NX_B)\) at \( C = 2 \times 10^{-5}, C = 1.052 \times 10^{-4} \) and \( C = 10^{-1} \). Comment on your findings. (Note that \( X_M \) in the notation of Eqs. (16.1)–(16.4) corresponds to \( NX_B \) in the present notation.)

*Answer:*

(i) Combining the two basic equations: \( K = X_B/X_A^N \) and \( C = X_A + NX_B \), we obtain \( K = (C - X_A)/NX_A^N \) constant, or \( X_A = [(C - X_A)/(NK)]^{1/N} \). Since the maximum possible value of \((C - X_A)\) is 1, we immediately find that \( X_A \) can never exceed \((NK)^{-1/N}\). For \( K = 10^{60} \) and \( N = 20 \) this critical concentration is \( 0.86 \times 10^{-4} \).

(ii) Putting \( K = 10^{60} \) and \( N = 20 \) into the above equation gives \( X_A = 10^{-4}[(C - X_A)/20]^{1/20} \). Solving this for the given values of \( C \) we find:
aggregation number $M$ (or 1). Equations (16.3) together with the conservation relation for the total solute concentration $C$

$$C = X_1 + X_2 + X_3 + \cdots = \sum_{N=1}^{\infty} X_N$$

(16.4)

completely defines the system. Depending on how the free energies $\mu_i^M, \mu_q^N$ are defined the dimensionless concentrations $C$ and $X_N$ can be expressed in volume fraction or mole fraction units (mol dm$^{-3}$/55.5 or $M$/55.5 for aqueous solutions). In particular, note that $C$ and $X_N$ can never exceed unity. Equation (16.2) assumes ideal mixing and is restricted to dilute systems where interaggregate interactions can be ignored. The effects of such interactions will be considered later.

**WORKED EXAMPLE**

*Question:* Certain types of solute molecules are found to self-assemble in solution into discrete macromolecular clusters with a fixed aggregation number $N$ per cluster. The equilibrium between monomers (A) and aggregates (B) in the solution may be expressed in the form of a chemical reaction:

$$A + A + A + \cdots = B.$$  

Let $X_A$ and $X_B$ be the concentrations of A and B in mole fraction units, let $K$ be the equilibrium constant for the reaction, and let $C$ be the total concentration of solute molecules in the solution.

(i) Obtain a relation between $K$, $N$, $C$ and $X_A$, and show that for $K \gg 1$ and $N \gg 1$ the concentration of monomers, $X_A$, can never exceed $(NK)^{-1/N}$.

(ii) If $K = 10^{80}$ and $N = 20$ calculate the concentration in molecules in monomers ($X_A$) and in aggregates ($NX_B$) at $C = 2 \times 10^{-5}$, $C = 1.052 \times 10^{-4}$ and $C = 10^{-1}$. Comment on your findings. (Note that $X_M$ in the notation of Eqs. (16.1)–(16.4) corresponds to $NX_B$ in the present notation.)

*Answer:*

(i) Combining the two basic equations: $K = X_B/X_A$ and $C = X_A + NX_B$, we obtain $K = (C - X_A)/NX_A$ = constant, or $X_A = [(C - X_A)/NK]^{1/N}$. Since the maximum possible value of $(C - X_A)$ is 1, we immediately find that $X_A$ can never exceed $(NK)^{-1/N}$. For $K = 10^{80}$ and $N = 20$ this critical concentration is $0.86 \times 10^{-4}$.

(ii) Putting $K = 10^{80}$ and $N = 20$ into the above equation gives $X_A = 10^{-4}[(C - X_A)/20]^{1/20}$. Solving this for the given values of $C$ we find:
at \( C = 2 \times 10^{-3} \): \( X_A = 1.99999998 \times 10^{-5} \) and \( NX_{SB} = 2 \times 10^{-13} \),

at \( C = 1.052 \times 10^{-4} \): \( X_A = NX_{SB} = 0.526 \times 10^{-4} \),

at \( C = 10^{-1} \): \( X_A = 0.8 \times 10^{-4} \) and \( NX_{SB} = 0.9992 \times 10^{-1} \).

Thus for \( C \ll 10^{-4} \) we have \( X_A \approx C \) (i.e., most of the surfactant molecules remain dispersed as monomers). At \( C \approx 10^{-4} \), we have \( X_A \approx NX_{SB} \) (i.e., the molecules partition equally between monomers and aggregates), while for \( C \gg 10^{-4} \) we have \( X_A \approx 10^{-4} \approx \) constant, and \( NX_{SB} \approx C \) (i.e., the monomer concentration remains unchanged at \( \sim 10^{-4} \) as all the molecules go into aggregates). The critical concentration of \( \sim 10^{-4} \), or \( (NK)^{-1/N} \), is known as the critical micelle concentration, and is discussed further in Section 16.5.

Little more can be said about aggregated dispersions without specifying the form and magnitude of \( \mu^0 \) as a function of \( N \). This important matter will now be considered, and it is instructive to first proceed with a formal thermodynamic analysis of the equations derived so far.

16.3 CONDITIONS NECESSARY FOR THE FORMATION OF AGGREGATES

Aggregates form only when there is a difference in the cohesive energies between the molecules in the aggregated and the dispersed (monomer) states. If the molecules in different sized aggregates (including monomers) all experience the same interaction with their surroundings, the value of \( \mu^0 \) will remain constant in different aggregates (with different \( N \)), and Eq. (16.3) becomes

\[
X_N = NX_1^N \quad \text{for} \quad \mu_1^0 = \mu_2^0 = \mu_3^0 = \cdots = \mu_N^0.
\]

(16.5)

Since \( X_1 < 1 \), we must have \( X_N \ll X_1 \), so that most of the molecules will be in the monomer state \((N = 1)\). If \( \mu^0 \) increases as \( N \) increases, Eq. (16.3) shows that the occurrence of large aggregates becomes even less probable.

The necessary condition for the formation of large stable aggregates is that \( \mu^0_n < \mu^0_1 \) for some value of \( N_1 \), for example, when \( \mu^0_n \) progressively decreases as \( N \) increases or when \( \mu^0_n \) has a minimum value at some finite value of \( N \). As we shall see, the exact functional variation of \( \mu^0_n \) with \( N \) also determines many of the physical properties of aggregates, such as their mean size and polydispersity. Further, since this variation may be a complex one it is clear that a number of structurally different populations may coexist within a single phase in thermodynamic equilibrium with each other (note that \( X_N \) in Eq. (16.3) is a distribution function and may peak at more than one value of \( N \)).

We shall now consider the functional forms of \( \mu^0_n \) for some simple structures and by use of Eqs (16.3)–(16.4) investigate their physical properties.

16.4 VARIATION OF \( \mu^0_n \) WITH \( N \) FOR SIMPLE STRUCTURES OF DIFFERENT GEOMETRIES: RODS, DISCS AND SPHERES

One-dimensional aggregates (rods)

As mentioned above, aggregates will form if \( \mu^0_n \) decreases with \( N \). We shall now see that in a first approximation the dependence of \( \mu^0_n \) on \( N \) is usually determined by the geometrical shape of the aggregate. Let us begin by considering a suspension of rod-like aggregates made up of linear chains of identical molecules or monomer units (strings of beads) in equilibrium with monomers in solution. Let \( akT \) be the monomer–monomer 'bond' energy in the aggregate relative to isolated monomers in solution (Fig. 16.4). The total interaction free energy \( N\mu^0_n \) of an aggregate of \( N \) monomers is therefore (remembering that the terminal monomers are unbonded)

\[
N\mu^0_n = -(N-1)akT,
\]
at $C = 2 \times 10^{-3}$: $X_A = 1.99999998 \times 10^{-5}$ and $NX_B = 2 \times 10^{-13},$

at $C = 1.052 \times 10^{-4}$: $X_A = NX_B = 0.526 \times 10^{-4},$

at $C = 10^{-1}$: $X_A = 0.8 \times 10^{-4}$ and $NX_B = 0.9992 \times 10^{-1}.$

Thus for $C \ll 10^{-4}$ we have $X_A \approx C$ (i.e., most of the surfactant molecules remain dispersed as monomers). At $C \approx 10^{-4}$, we have $X_A \approx NX_B$ (i.e., the molecules partition equally between monomers and aggregates), while for $C \gg 10^{-4}$ we have $X_A \approx 10^{-4}$ constant, and $NX_B \approx C$ (i.e., the monomer concentration remains unchanged at $\sim 10^{-4}$ as all the molecules go into aggregates). The critical concentration of $\sim 10^{-4},$ or $(NK)^{-1/4}$, is known as the critical micelle concentration, and is discussed further in Section 16.5.

Little more can be said about aggregated dispersions without specifying the form and magnitude of $\mu^0_N$ as a function of $N.$ This important matter will now be considered, and it is instructive to first proceed with a formal thermodynamic analysis of the equations derived so far.

### 16.3 CONDITIONS NECESSARY FOR THE FORMATION OF AGGREGATES

Aggregates form only when there is a difference in the cohesive energies between the molecules in the aggregated and the dispersed (monomer) states. If the molecules in different sized aggregates (including monomers) all experience the same interaction with their surroundings, the value of $\mu^0_N$ will remain constant in different aggregates (with different $N$), and Eq. (16.3) becomes

$$X_N = NX_1^N \quad \text{for} \quad \mu_1^0 = \mu_2^0 = \mu_3^0 = \cdots = \mu_N^0.$$  

(16.5)

Since $X_1 < 1$, we must have $X_N \ll X_1$, so that most of the molecules will be in the monomer state ($N = 1$). If $\mu^0_N$ increases as $N$ increases, Eq. (16.3) shows that the occurrence of large aggregates becomes even less probable.

The necessary condition for the formation of large stable aggregates is that $\mu^0_N \ll \mu^0_1$ for some value of $N$, for example, when $\mu^0_N$ progressively decreases as $N$ increases or when $\mu^0_N$ has a minimum value at some finite value of $N.$ As we shall see, the exact functional variation of $\mu^0_N$ with $N$ also determines many of the physical properties of aggregates, such as their mean size and polydispersity. Further, since this variation may be a complex one it is clear that a number of structurally different populations may coexist within a single phase in thermodynamic equilibrium with each other (note that $X_N$ in Eq. (16.3) is a distribution function and may peak at more than one value of $N$).

We shall now consider the functional forms of $\mu^0_N$ for some simple structures and by use of Eqs (16.3)–(16.4) investigate their physical properties.

### 16.4 VARIATION OF $\mu^0_N$ WITH $N$ FOR SIMPLE STRUCTURES OF DIFFERENT GEOMETRIES: RODS, DISCS AND SPHERES

#### One-dimensional aggregates (rods)

As mentioned above, aggregates will form if $\mu^0_N$ decreases with $N$. We shall now see that in a first approximation the dependence of $\mu^0_N$ on $N$ is usually determined by the geometrical shape of the aggregate. Let us begin by considering a suspension of rod-like aggregates made up of linear chains of identical molecules or monomer units (strings of beads) in equilibrium with monomers in solution. Let $a kT$ be the monomer–monomer 'bond' energy in the aggregate relative to isolated monomers in solution (Fig. 16.4). The total interaction free energy $N\mu^0_N$ of an aggregate of $N$ monomers is therefore (remembering that the terminal monomers are unbonded)

$$N\mu^0_N = -(N - 1)akT,$$
that is,

\[ \mu_N^0 = -(1 - 1/N)akT = \mu_\infty^0 + \frac{akT}{N}. \]  

(16.6)

Thus, as \( N \) increases the mean free energy \( \mu_N^0 \) decreases asymptotically towards \( \mu_\infty^0 \), the 'bulk' energy of a molecule in an infinite aggregate. A similar expression for \( \mu_N^0 \) is obtained for any type of rod-like structure (e.g., a cylindrical micelle).

**Two-dimensional aggregates (discs, sheets)**

Let us now look at disc-like or sheet-like aggregates (Fig. 16.4). Here the number \( N \) of molecules per disc is proportional to the area \( \pi R^2 \), while the number of unbonded molecules in the rim is proportional to the circumference \( 2\pi R \), and hence to \( N^{1/2} \). The mean free energy per molecule in such an aggregate is therefore

\[ \mu_N^0 = \mu_\infty^0 + \frac{akT}{N^{1/2}} \]  

(16.7)

where again \( \alpha \) is some constant characteristic of the monomer–monomer and monomer–solvent interaction.

**Three-dimensional aggregates (spheres)**

Finally, let us consider spherical aggregates or small solute droplets of radius \( R \) in a solvent (Fig. 16.4). Here \( N \) is proportional to the volume \( \frac{4}{3}\pi R^3 \), while the number of unbonded surface molecules is proportional to the area \( 4\pi R^2 \) and hence to \( N^{1/3} \). We therefore have

\[ \mu_N^0 = \mu_\infty^0 + \frac{akT}{N^{1/3}}. \]  

(16.8)

As an example, consider the association of small hydrocarbon molecules such as alkanes in water. If \( \kappa \) is the volume per molecule, then \( N = 4\pi R^3/3\kappa \). The free energy of the sphere is given by \( N\mu_\infty^0 + 4\pi R^2\gamma \), where \( \mu_\infty^0 \) is the bulk energy per molecule and \( \gamma \) the interfacial free energy per unit area (Chapter 15). Hence

\[ \mu_N^0 = \mu_\infty^0 + \frac{4\pi R^2\gamma}{N} = \mu_\infty^0 + \frac{4\pi\gamma(3\kappa/4\pi)^{2/3}}{N^{1/3}} = \mu_\infty^0 + \frac{akT}{N^{1/3}}, \]  

(16.9)

where

\[ \alpha = \frac{4\pi\gamma(3\kappa/4\pi)^{2/3}}{kT} = \frac{4\pi\gamma}{kT}, \]  

(16.10)

\( r \) being the effective radius of a molecule.

We see, therefore, that for the simplest shaped structures—rods, sheets, and spheres—the interaction free energy of the molecules can be expressed as

\[ \mu_N^0 = \mu_\infty^0 + \frac{a}{N^{1/3}}. \]  

(16.11)

where \( \alpha \) is a positive constant dependent on the strength of the intermolecular interactions and \( p \) is a number that depends on the shape or dimensionality of the aggregates. As we shall see, Eq. (16.11) also applies to various micellar structures and to spherical vesicles in which the bilayers bend elastically. In particular, we note that for all these structures, \( \mu_N^0 \) decreases progressively with \( N \), which is a necessary condition for aggregate formation.

### 16.5 The Critical Micelle Concentration (CMC)

Given the general functional form of \( \mu_N^0 \) of Eq. (16.11) we may now ask, at what concentration will aggregates form? Incorporating Eq. (16.11) into the two fundamental equations of self-assemble, Eqs (16.3) and (16.4), leads to some very interesting conclusions. First, we note that

\[ X_n = N \{X_1 \exp[(\mu_1^0 - \mu_\infty^0)/kT]\}^N \]

\[ = N \{X_1 \exp[\alpha(1 - 1/N^p)]\}^N \approx N[X_1 \exp]^N. \]  

(16.12)

For sufficiently low monomer concentrations \( X_1 \) such that \( X_1 \exp[(\mu_1^0 - \mu_\infty^0)/kT] \) or \( X_1 \exp \) is much less than unity, we have \( X_1 > X_2 > X_3 > \cdots \) for all \( \alpha \). Thus, at low concentrations most of the molecules in the solution will be isolated monomers, i.e., \( X_1 \approx C \), as shown in Fig. 16.5. However, since \( X_n \) can never exceed unity it is clear from Eq. (16.12) that once \( X_1 \) approaches \( \exp[-(\mu_1^0 - \mu_\infty^0)/kT] \) or \( \exp^- \) it can increase no further. The monomer concentration \( (X_1)_{\text{cm}} \) at which this occurs may be called the critical aggregation concentration (CAC) though it is common to use the more conventional term critical micelle concentration (CMC) to denote the critical
that is,

\[ \mu^0_N = -(1 - 1/N)akT = \mu^0_\infty + akT/N. \] (16.6)

Thus, as \( N \) increases the mean free energy \( \mu^0_N \) decreases asymptotically towards \( \mu^0_\infty \), the ‘bulk’ energy of a molecule in an infinite aggregate. A similar expression for \( \mu^0_N \) is obtained for any type of rod-like structure (e.g., a cylindrical micelle).

**Two-dimensional aggregates (discs, sheets)**

Let us now look at disc-like or sheet-like aggregates (Fig. 16.4). Here the number \( N \) of molecules per disc is proportional to the area \( \pi R^2 \), while the number of unbonded molecules in the rim is proportional to the circumference \( 2\pi R \), and hence to \( N^{1/2} \). The mean free energy per molecule in such an aggregate is therefore

\[ \mu^0_N = \mu^0_\infty + akT/N^{1/2} \] (16.7)

where again \( \alpha \) is some constant characteristic of the monomer–monomer and monomer–solvent interaction.

**Three-dimensional aggregates (spheres)**

Finally, let us consider spherical aggregates or small solute droplets of radius \( R \) in a solvent (Fig. 16.4). Here \( N \) is proportional to the volume \( \frac{4}{3}\pi R^3 \), while the number of unbonded surface molecules is proportional to the area \( 4\pi R^2 \) and hence to \( N^{1/3} \). We therefore have

\[ \mu^0_N = \mu^0_\infty + akT/N^{1/3}. \] (16.8)

As an example, consider the association of small hydrocarbon molecules such as alkanes in water. If \( v \) is the volume per molecule, then \( N = 4\pi R^3/3v \).

The free energy of the sphere is given by \( N\mu^0_\infty + 4\pi R^2\gamma \), where \( \mu^0_\infty \) is the bulk energy per molecule and \( \gamma \) the interfacial free energy per unit area (Chapter 15). Hence

\[ \mu^0_N = \mu^0_\infty + \frac{4\pi R^2\gamma}{N} = \mu^0_\infty + \frac{4\pi\gamma(3v/4\pi)^{2/3}}{N^{1/3}} = \mu^0_\infty + \frac{akT}{N^{1/3}}, \] (16.9)

where

\[ \alpha = \frac{4\pi\gamma(3v/4\pi)^{2/3}}{kT} = \frac{4\pi\gamma}{kT}, \] (16.10)

\( r \) being the effective radius of a molecule.

We see, therefore, that for the simplest shaped structures—rods, sheets, and spheres—the interaction free energy of the molecules can be expressed as

\[ \mu^0_N = \mu^0_\infty + \frac{akT}{N^{1/3}}, \] (16.11)

where \( \alpha \) is a positive constant dependent on the strength of the intermolecular interactions and \( p \) is a number that depends on the shape or dimensionality of the aggregates. As we shall see, Eq. (16.11) also applies to various micellar structures and to spherical vesicles in which the bilayers bend elastically. In particular, we note that for all these structures, \( \mu^0_N \) decreases progressively with \( N \), which is a necessary condition for aggregate formation.

### 16.5 The critical micelle concentration (CMC)

Given the general functional form of \( \mu^0_N \) of Eq. (16.11) we may now ask, at what concentration will aggregates form? Incorporating Eq. (16.11) into the two fundamental equations of self-assembly, Eqs (16.3) and (16.4), leads to some very interesting conclusions. First, we note that

\[ X_N = N\{X_1 \exp[(\mu^0_\infty - \mu^0_N)/kT]\}^N = N\{X_1 \exp[\alpha(1 - 1/N^{1/3})]\}^N \approx N[X_1 e^{\alpha}]^N. \] (16.12)

For sufficiently low monomer concentrations \( X_1 \) such that \( X_1 \exp[(\mu^0_\infty - \mu^0_N)/kT] \) or \( X_1 e^{\alpha} \) is much less than unity, we have \( X_1 > X_2 > X_3 > \cdots \) for all \( \alpha \). Thus, at low concentrations most of the molecules in the solution will be isolated monomers, i.e., \( X_1 \approx N \), as shown in Fig. 16.5. However, since \( X_N \) can never exceed unity it is clear from Eq. (16.12) that once \( X_1 \) approaches \( \exp[-(\mu^0_\infty - \mu^0_N)/kT] \) or \( e^{-\alpha} \) it can increase no further. The monomer concentration \( (X_1)_\text{crit} \) at which this occurs may be called the critical aggregation concentration (CAC) though it is common to use the more conventional term critical micelle concentration (CMC) to denote the critical
Eq. (16.12) becomes
\[ X_N = N [X_i e^*]^N e^{-aN^{1/2}} \text{ for discs } (p = \frac{1}{2}), \]
\[ X_N = N [X_i e^*]^N e^{-aN^{3/2}} \text{ for spheres } (p = \frac{3}{2}). \] (16.15) (16.16)

Above the CMC where \( X_i e^* \approx 1 \), the above two equations may be approximated by \( X_N \approx N e^{-aN^{1/2}} \) and \( X_N \approx N e^{-aN^{3/2}} \), respectively. Now for any reasonable positive value of \( a \), which is usually greater than 1, these equations show that apart from a few dimers, trimers, etc., there will be very few aggregates of any appreciable size (e.g., with \( N > 5 \)).

Where do the molecules go above the CMC? The answer is quite simple: for discs and spheres, there is a phase transition to a separate phase, strictly to an aggregate of infinite size \( (N \to \infty) \) at the CMC. Israelachvili et al. (1976) showed that such a transition to large macroscopic aggregates occurs whenever \( p < 1 \) in Eq. (16.11). This applies, quite generally, to all planar or disc-like aggregates composed of identical molecules, and it is for this reason that finite crystalline sheets, one-component lipid bilayers, and even biological membranes with exposed edges are rarely found floating about in solution.

Above the CMC infinite bilayers form spontaneously from lipid monomers, although they may close up on themselves to form vesicles (discussed later).

Likewise for simple spherical structures. Here, for example, we may consider the association of oil or alkane molecules in water. On adding oil to water the molecules disperse as monomers up to the critical concentration given by Eqs (16.14) and (16.10),
\[ (X_i)_{crit} \approx e^{-\gamma} \approx e^{-4n \gamma / kT}, \] (16.17)
above which they will separate out into a bulk oil phase, which may be considered simply as a very large spherical aggregate.

For such a system of two immiscible liquids it is clear that what we are now really talking about is the solubility of a solute in a solvent, where \( \gamma \) represents the free energy of transferring a solute molecule from the solute into the solvent phase. For example, if we consider the solubility of hydrocarbons in water, we may put \( \gamma \approx 50 \text{ mJ m}^{-2} \) and \( r \approx 0.2 \text{ nm} \) for a methane molecule. Thus, the free energy of transferring a methane molecule from bulk hydrocarbon liquid into water should be approximately \( 4n \gamma / r \approx 2.5 \times 10^{-30} \text{ J} \), corresponding to \( a \approx 6 \) or about 15 kJ mol\(^{-1}\).

Surprisingly, this theoretical estimate agrees well with the experimental value for the solubility or 'hydrophobic energy' of methane (see Worked Example in Section 2.3 and Problem 8.2).

The hydrophobic energy of transferring alkyl chains from water into bulk...
Eq. (16.12) becomes
\[ X_N = N \cdot (X_1 e^a) e^{-aN^{1/2}} \quad \text{for discs (p = \frac{1}{2})}, \quad (16.15) \]
\[ X_N = N \cdot (X_1 e^a) e^{-aN^{3/4}} \quad \text{for spheres (p = \frac{3}{2})}. \quad (16.16) \]

Above the CMC where \( X_1 e^a \approx 1 \), the above two equations may be approximated by \( X_N \approx N e^{-aN^{1/2}} \) and \( X_N \approx N e^{-aN^{3/4}} \), respectively. Now for any reasonable positive value of \( a \), which is usually greater than 1, these equations show that apart from a few dimers, trimers, etc., there will be very few aggregates of any appreciable size (e.g., with \( N > 5 \)).

Where do the molecules go above the CMC? The answer is quite simple: for discs and spheres, there is a phase transition to a separate phase, strictly to an aggregate of infinite size \((N \to \infty)\) at the CMC. Israelachvili et al. (1976) showed that such a transition to large macroscopic aggregates occurs whenever \( p < 1 \) in Eq. (16.11). This applies, quite generally, to all planar or disc-like aggregates composed of identical molecules, and it is for this reason that finite crystalline sheets, one-component lipid bilayers, and even biological membranes with exposed edges are rarely found floating about in solution.

Above the CMC infinite bilayers form spontaneously from lipid monomers, although they may close up on themselves to form vesicles (discussed later).

Likewise for simple spherical structures. Here, for example, we may consider the association of oil or alkane molecules in water. On adding oil to water the molecules disperse as monomers up to the critical concentration given by Eqs (16.14) and (16.10),
\[ (X_1)_{crit} \approx e^{-a} \approx e^{-4\pi r^2/3kT}, \quad (16.17) \]
above which they will separate out into a bulk oil phase, which may be considered simply as a very large spherical aggregate.

For such a system of two immiscible liquids it is clear that what we are now really talking about is the solubility of a solute in a solvent, where \( \alpha \) represents the free energy of transferring a solute molecule from the solute into the solvent phase. For example, if we consider the solubility of hydrocarbons in water, we may put \( \gamma \approx 50 \text{ mJ m}^{-2} \) and \( \tau \approx 0.2 \text{ nm} \) for a methane molecule. Thus, the free energy of transferring a methane molecule from bulk hydrocarbon liquid into water should be approximately \( 4\pi r^2 \gamma \approx 2.5 \times 10^{-20} \text{ J} \), corresponding to \( a \approx 6 \) or about 15 \text{ kJ mol}^{-1} \). Surprisingly, this theoretical estimate agrees well with the experimental value for the solubility or 'hydrophobic energy' of methane (see Worked Example in Section 2.3 and Problem 8.2).

The hydrophobic energy of transferring alkyl chains from water into bulk...
hydrocarbon (which determines their solubility) or into micelles (which determines their CMC) can be analysed in a similar fashion. Thus, for an alkane chain of radius \( r \approx 0.2 \text{ nm} \) and an interfacial energy with water of \( \gamma \approx 50 \text{ mJ m}^{-2} \) as above, the hydrophobic energy per unit length will be \( 2\pi \gamma r \approx 6 \times 10^{-11} \text{ J m}^{-1} \). Now, since the CH\(_2\)-CH\(_2\) distance along a chain is \( t = 0.126 \text{ nm} \), this value corresponds to \( 8 \times 10^{-21} \text{ J} \) per CH\(_2\) group added to the chain. Experimentally, one finds an increment of about \( 6.3 \times 10^{-21} \text{ J} \) (equivalent to 900 cal mol\(^{-1}\) or 3.8 kJ mol\(^{-1}\)) per CH\(_2\) group added to a pure alkane chain at 25°C (Tanford, 1980). This corresponds to an increment in \( \alpha \) of \( 6.3 \times 10^{-21}/kT \approx 1.5 \) and thus to a lowering of the solubility of alkanes in water by \( e^{-1.5} \approx 0.22 \), i.e., by a factor of about four, per added CH\(_2\) group (see first row of Table 16.2).

The above applies only to pure alkane chains being transferred from water into a pure bulk hydrocarbon phase. In the case of surfactant molecules being transferred into micelles or bilayers, the hydrophobic energy increment is significantly lower, ranging from 1.7 to 2.8 kJ mol\(^{-1}\) per CH\(_2\) group (Table 16.2). As discussed in Section 8.7 the reduced hydrophobicity of an amphiphilic chain compared to that of a pure alkane chain is believed to be due to the proximity of the hydrophilic headgroup, and to the higher chain ordering of chains within micelles which acts to reduce the energy even more (Aniansson, 1978). The above range of values means that typical micellar CMCs fall by 0.3 to 0.5 (i.e., by a factor between 2 and 3) per CH\(_2\) group added to the surfactant chain.

The important difference between alkanes and amphiphilic molecules is not so much in their solubility or CMC values but in the ability of amphiphiles to assemble into structures in which \( \mu_g \) reaches a minimum or constant value at some finite value of \( N \). It is for this reason that the aggregates formed are not infinite (\( \rightarrow \) phase separation) but of finite size (\( \rightarrow \) micellization). The reasons for why and how amphiphilic molecules do this will be investigated fully in the following chapter.

### 16.7 Size Distributions of Self-Assembled Structures

Micelles and vesicles in equilibrium with each other in solution usually have a finite distribution of sizes about some mean value. The distribution may be narrow or broad (polydisperse), and it may be symmetrical or asymmetrical about the mean. Here we shall investigate how polydispersity comes about, starting with a consideration of aggregates for which \( p = 1 \) in Eq. (16.11).

<table>
<thead>
<tr>
<th>Surfactant (R = C(<em>n)H(</em>{2n+1}))</th>
<th>Cationic</th>
<th>Anionic</th>
<th>Amphoteric (Counterion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure ( \Delta \text{C} ) (no headgroup)</td>
<td>10</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Pure ( \Delta \text{C} ) (with headgroup)</td>
<td>15</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>Pure ( \Delta \text{C} ) (with headgroup)</td>
<td>0.9</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Pure ( \Delta \text{C} ) (with headgroup)</td>
<td>1.3</td>
<td>1.2</td>
<td>1.1</td>
</tr>
<tr>
<td>Pure ( \Delta \text{C} ) (with headgroup)</td>
<td>0.24</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Surfactant (R = C(<em>n)H(</em>{2n+1}))</th>
<th>Cationic</th>
<th>Anionic</th>
<th>Amphoteric (Counterion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure ( \Delta \text{C} ) (no headgroup)</td>
<td>8</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Pure ( \Delta \text{C} ) (with headgroup)</td>
<td>13.3</td>
<td>13.2</td>
<td>13</td>
</tr>
<tr>
<td>Pure ( \Delta \text{C} ) (with headgroup)</td>
<td>8.1</td>
<td>8.1</td>
<td>8.1</td>
</tr>
<tr>
<td>Pure ( \Delta \text{C} ) (with headgroup)</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Chain length</td>
<td>Type of surfactant</td>
<td>CMC (mL cm⁻³)</td>
<td>Incremental energy per CH₂ group (kJ mol⁻¹)</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------</td>
<td>---------------</td>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>3</td>
<td>MPEG-2000</td>
<td>0.83</td>
<td>4.8</td>
</tr>
<tr>
<td>10</td>
<td>MPEG-2000</td>
<td>0.5</td>
<td>4.8</td>
</tr>
<tr>
<td>14</td>
<td>MPEG-2000</td>
<td>0.4</td>
<td>6.1</td>
</tr>
<tr>
<td>16</td>
<td>MPEG-2000</td>
<td>0.3</td>
<td>6.1</td>
</tr>
<tr>
<td>20</td>
<td>MPEG-2000</td>
<td>0.2</td>
<td>6.1</td>
</tr>
</tbody>
</table>

Table 15.2: CMC of some common surfactants and lipids showing the effect of chain length on number of chains per headgroup. Total carbon atoms in chains refers to the number of carbon atoms in the hydrocarbon portion of the surfactant molecule. Incremental energy per CH₂ group is the additional energy required to add one CH₂ group to the hydrocarbon chain. Average energy per CH₂ group is the total energy of the hydrocarbon chain divided by the number of CH₂ groups.

The importance of differences between alkane and amphiphile molecules is highlighted in the following figure. The above figure shows the effect of chain length on the CMC of different surfactants. The CMC is defined as the concentration at which the solution becomes thermodynamically stable, allowing the surfactant to form micelles or aggregates.

**Figure 15.1:** Effect of Chain Length on CMC. The CMC decreases as the chain length increases, indicating that longer chains enhance the stability of the micellar structure. The graph shows that the CMC of surfactants with longer alkyl chains is lower than that of shorter chain surfactants, demonstrating the importance of chain length in determining the CMC.

**Figure 15.2:** Polar Headgroup Effects. The CMC of surfactants with polar headgroups (e.g., anionic, cationic, or zwitterionic) is generally lower than that of non-polar surfactants, reflecting the stronger interactions between the headgroups and the aqueous phase.
<table>
<thead>
<tr>
<th>Non-ionic</th>
<th>R&lt;sub&gt;n&lt;/sub&gt;-PO&lt;sub&gt;4&lt;/sub&gt;(CH&lt;sub&gt;2&lt;/sub&gt;)&lt;sub&gt;m&lt;/sub&gt;OH</th>
<th>C&lt;sub&gt;m&lt;/sub&gt;</th>
<th>C&lt;sub&gt;cm&lt;/sub&gt;</th>
<th>C&lt;sub&gt;mc&lt;/sub&gt;</th>
<th>C&lt;sub&gt;0&lt;/sub&gt; (kJ mol&lt;sup&gt;-1&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkyl polyoxyethylene monoethers</td>
<td>8</td>
<td>9.8</td>
<td>3.3</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>R&lt;sub&gt;2&lt;/sub&gt; (C&lt;sub&gt;12&lt;/sub&gt;)&lt;sub&gt;2&lt;/sub&gt;OH</td>
<td>10</td>
<td>0.90</td>
<td>3.2</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td>R&lt;sub&gt;3&lt;/sub&gt;(C&lt;sub&gt;16&lt;/sub&gt;)&lt;sub&gt;2&lt;/sub&gt;OH</td>
<td>12</td>
<td>0.087</td>
<td>3.2</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>Lyso-phosphatidylcholines at 25°C</td>
<td>8</td>
<td>7.0</td>
<td>3.1</td>
<td>2.8</td>
<td>(680 cal mol&lt;sup&gt;-1&lt;/sup&gt;)</td>
</tr>
<tr>
<td>R&lt;sub&gt;10&lt;/sub&gt;PC</td>
<td>12</td>
<td>0.70</td>
<td>3.1</td>
<td>2.8</td>
<td>(670 cal mol&lt;sup&gt;-1&lt;/sup&gt;)</td>
</tr>
<tr>
<td>R&lt;sub&gt;12&lt;/sub&gt;PC</td>
<td>14</td>
<td>0.070</td>
<td>3.1</td>
<td>2.8</td>
<td>(670 cal mol&lt;sup&gt;-1&lt;/sup&gt;)</td>
</tr>
<tr>
<td>R&lt;sub&gt;14&lt;/sub&gt;PC</td>
<td>16</td>
<td>0.007</td>
<td>3.1</td>
<td>2.8</td>
<td>(670 cal mol&lt;sup&gt;-1&lt;/sup&gt;)</td>
</tr>
</tbody>
</table>

| Effect of salt | Sodium alkyl sulphates in 0.3 M NaCl at 21°C (note the lower CMCs and higher increment factors than in salt-free water) | 8 | 67  | 3.1  | 2.8            | (670 cal mol<sup>-1</sup>) |
|----------------|-------------------------------------------------------------------------------------------------|----|-----|-----|-----------------|
| Counterion effects | Dodecyl sulphate (40°C) in 0.02 M of | C<sub>2</sub>S<sub>4</sub>O<sub>4</sub> | 12 | 3.0  | 2.8            | (670 cal mol<sup>-1</sup>) |
|                 | K<sub>2</sub>S<sub>4</sub>O<sub>4</sub> | 12 | 3.5  | 2.8            | (670 cal mol<sup>-1</sup>) |
|                 | Na<sub>2</sub>S<sub>4</sub>O<sub>4</sub> | 12 | 3.8  | 2.8            | (670 cal mol<sup>-1</sup>) |
|                 | Li<sub>2</sub>S<sub>4</sub>O<sub>4</sub> | 12 | 4.0  | 2.8            | (670 cal mol<sup>-1</sup>) |

| Co-ion effects | Dodecyl sulphate (21°C) in 0.1 M of | NaF | 12 | 1.45 | 2.8            | (670 cal mol<sup>-1</sup>) |
|                | NaCl | 12 | 1.45 | 2.8            | (670 cal mol<sup>-1</sup>) |
|                | NaBr | 12 | 1.43 | 2.8            | (670 cal mol<sup>-1</sup>) |
|                | NaI  | 12 | 1.38 | 2.8            | (670 cal mol<sup>-1</sup>) |

| Temperature effects | Sodium dodecyl sulphate (SDS) | 10°C | 8.7 | 2.8 | (670 cal mol<sup>-1</sup>) |
|                    | 15°C | 8.4 | 2.8 | (670 cal mol<sup>-1</sup>) | |
|                    | 20°C | 8.3 | 2.8 | (670 cal mol<sup>-1</sup>) | |
|                    | 25°C | 8.1 min | 2.8 | (670 cal mol<sup>-1</sup>) | |
|                    | 30°C | 8.3 | 2.8 | (670 cal mol<sup>-1</sup>) | |
|                    | 35°C | 8.4 | 2.8 | (670 cal mol<sup>-1</sup>) | |
|                    | 40°C | 8.7 | 2.8 | (670 cal mol<sup>-1</sup>) | |

| Double-chained surfactants | R<sub>n</sub>R<sub>m</sub>N(CH<sub>2</sub>)<sub>2</sub>Cl<sup>-</sup> | 16 | 27  | 1.9  | 1.6            | (380 cal mol<sup>-1</sup>) |
|----------------------------|-------------------------------------------------|----|-----|-----|-----------------|
| Di-alkyl dimethylammonium chlorides | R<sub>n</sub>R<sub>m</sub>N(CH<sub>2</sub>)<sub>2</sub>Cl<sup>-</sup> | 20 | 2.0  | 1.9  | 1.6            | (380 cal mol<sup>-1</sup>) |
|                              | R<sub>n</sub>R<sub>m</sub>N(CH<sub>2</sub>)<sub>2</sub>Cl<sup>-</sup> | 24 | 0.15 | 1.9  | 1.6            | (380 cal mol<sup>-1</sup>) |
| Di-alkyl sulphates (40°C) | R<sub>n</sub>R<sub>m</sub>SO<sub>4</sub>Na<sup>+</sup> | 14 | 9.70 | 1.5  | 1.2            | (300 cal mol<sup>-1</sup>) |
|                             | R<sub>n</sub>R<sub>m</sub>SO<sub>4</sub>Na<sup>+</sup> | 15 | 6.65 | 1.6  | 1.2            | (300 cal mol<sup>-1</sup>) |
|                             | R<sub>n</sub>R<sub>m</sub>SO<sub>4</sub>Na<sup>+</sup> | 16 | 4.25 | 1.8  | 1.2            | (300 cal mol<sup>-1</sup>) |
|                             | R<sub>n</sub>R<sub>m</sub>SO<sub>4</sub>Na<sup>+</sup> | 17 | 2.35 | 1.6  | 1.2            | (300 cal mol<sup>-1</sup>) |
|                             | R<sub>n</sub>R<sub>m</sub>SO<sub>4</sub>Na<sup>+</sup> | 19 | 0.94 | 1.6  | 1.2            | (300 cal mol<sup>-1</sup>) |
|                             | R<sub>n</sub>R<sub>m</sub>SO<sub>4</sub>Na<sup>+</sup> | 29 | 0.08 | 1.6  | 1.2            | (300 cal mol<sup>-1</sup>) |
| Di-acyl phosphatidylcholines | R<sub>n</sub>R<sub>m</sub>-PC | 12 | 1.5x10<sup>-2</sup> M | 2.7  | 2.1            | (500 cal mol<sup>-1</sup>) |
|                            | R<sub>n</sub>R<sub>m</sub>-PC | 16 | 3x10<sup>-8</sup> M | 2.7  | 2.1            | (500 cal mol<sup>-1</sup>) |
|                            | R<sub>n</sub>R<sub>m</sub>-PC | 20 | 5x10<sup>-10</sup> M | 2.2  | 2.1            | (500 cal mol<sup>-1</sup>) |
|                            | R<sub>n</sub>R<sub>m</sub>-PC (DPPC) | 32 | 5x10<sup>-10</sup> M | 2.2  | 2.1            | (500 cal mol<sup>-1</sup>) |

* All values refer to saturated chains; unsaturated chains have lower interfacial energies with water and higher solubilities (Table 15.1) and are expected to have much lower CMCs than their saturated counterparts. Note that most biological lipids are unsaturated.

**Tanford (1980), Cevc and Marsh (1987), Stafford et al. (1989), and Marsh (1990).**
Putting $p = 1$ in Eq. (16.12) we obtain

$$X_n = N [X_1 e^4]^{N-1} e^{-x}. \quad (16.18)$$

Thus, in contrast to Eqs (16.15) and (16.16) the second exponential term is now a constant rather than a rapidly decreasing function of $N$. Since above the CMC we have $X_1 e^4 \ll 1$, this equation shows that $X_n \propto N$ for small $N$, i.e., the concentration of molecules in these aggregates now grows in proportion to their size, and there is no phase separation. Only for very large $N$ does the $[X_1 e^4]^{N-1} e^{-x}$ term begin to dominate, eventually bringing $X_n$ down to zero as $N$ approaches infinity. The distribution is therefore highly polydisperse.

The case of $p = 1$ is in marked contrast to the case when $p < 1$ (as occurs for simple discs or spheres) where an abrupt phase transition to one infinitely sized aggregate occurs at the CMC and where the concept of a size distribution does not arise. Alternatively, for structures where $p > 1$ it can be shown that no finite or infinite sized aggregates form at any concentration so that again the concept of a size distribution does not apply (except for the few very small aggregates or clusters of molecules that are always present). Thus structures for which $p = 1$ appear to have special properties, and it is instructive to analyse this type of system in more detail.

The total concentration of molecules is given by inserting Eq. (16.18) into Eq. (16.4) as

$$C = \sum_{N=1}^{\infty} X_n = \sum_{N=1}^{\infty} N [X_1 e^4]^{N-1} e^{-x}$$
$$= e^{-x} [X_1 e^4 + 2 (X_1 e^4)^2 + 3 (X_1 e^4)^3 + \cdots]$$
$$= X_1 / (1 - X_1 e^4), \quad (16.19)$$

where we have made use of the identity

$$\sum_{N=1}^{\infty} N x^N = x / (1 - x)^2.$$

Thus,

$$X_1 = \frac{(1 + 2Ce^4) - \sqrt{1 + 4Ce^8}}{2Ce^2 x}. \quad (16.20)$$

Note that at low concentrations $C$ where $Ce^4 \ll 1$ this gives $X_1 \approx C$, whereas at high concentrations, well above the CMC such that $Ce^4 \gg 1$, the above simplifies to

$$X_1 \approx (1 - 1/\sqrt{Ce^4}) e^{-x} \ll e^{-x}, \quad (16.21)$$

that is, $X_1 \approx CMC$ as expected. Also above the CMC, the density distribution of molecules in aggregates of $N$ molecules is given by inserting the above equation back into Eq. (16.18), yielding

$$X_n = N (1 - 1/\sqrt{Ce^4})^{N-1} e^{-x} \approx Ne^{-N/\sqrt{Ce^4}} \quad \text{for large } N. \quad (16.22)$$

This function peaks at $\partial X_n / \partial N = 0$, which occurs at

$$N_{\text{max}} = M = \sqrt{Ce^4}, \quad (16.23)$$

while the expectation value of $N$, defined by $\langle N \rangle = \Sigma N X_n / \Sigma X_n = \Sigma N X_n / C$, is given by

$$\langle N \rangle = \sqrt{1 + 4Ce^4}$$
$$\approx 1 \quad \text{below the CMC},$$
$$\approx 2 \sqrt{Ce^4} = 2M \quad \text{above the CMC}. \quad (16.24)$$

Finally, from Eq. (16.22) the density distribution of aggregates above the CMC is

$$X_n / N = \text{Const.} \ e^{-N/M} \quad \text{for } N > M \quad (16.25)$$

i.e., the concentration of large aggregates decays exponentially with increasing $N$ with a characteristic decay number of $M$. Thus, the distribution is very broad, with the concentration of aggregates first increasing with $N$ for small aggregates and decaying gradually to zero at large $N$.

The above results should apply to all dilute one-component aggregates for which $p = 1$ in Eq. (16.11). This includes any chain-like (polymer-like) aggregates, cylindrical micelles and fibrous structures such as microfilaments and microtubules. Later, we shall see that it also applies to spherical vesicles and microemulsion droplets whose membranes bend elastically. For all these structures, the mean aggregation number $M$ is concentration dependent, varying with the square root of the concentration $C$ above the CMC, and from Eq. (16.23) we note that it is also very sensitive to small changes in the interaction parameter $\alpha$. Consequently, we may anticipate that the aggregation
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X_1 = (1 + 2Ce^*) - \sqrt{1 + 4Ce^*} \tag{16.20}
\]
Note that at low concentrations \( C \) where \( Ce^* \ll 1 \) this gives \( X_1 \approx C \), whereas at high concentrations, well above the CMC such that \( Ce^* \gg 1 \), the above simplifies to
\[
X_1 \approx (1 - 1/\sqrt{Ce^*}) e^{-\alpha} \leq e^{-\alpha}, \tag{16.21}
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that is, \( X_1 \approx \text{CMC} \) as expected. Also above the CMC, the density distribution of molecules in aggregates of \( N \) molecules is given by inserting the above equation back into Eq. (16.18), yielding
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This function peaks at \( \partial X_N/\partial N = 0 \), which occurs at
\[
N_{\text{max}} = M = \sqrt{Ce^*}, \tag{16.23}
\]
while the expectation value of \( N \), defined by \( \langle N \rangle = \Sigma N X_N/\Sigma X_N = \Sigma N X_N/C \), is given by
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Finally, from Eq. (16.22) the density distribution of aggregates above the CMC is
\[
X_N/N = \text{Const.} e^{-N/M} \quad \text{for } N > M \tag{16.25}
\]
i.e., the concentration of large aggregates decays exponentially with increasing \( N \) with a characteristic decay number of \( M \). Thus, the distribution is very broad, with the concentration of aggregates first increasing with \( N \) for small aggregates and decaying gradually to zero at large \( N \).

The above results should apply to all dilute one-component aggregates for which \( p = 1 \) in Eq. (16.11). This includes any chain-like (polymer-like) aggregates, cylindrical micelles and fibrous structures such as microfilaments and microtubules. Later, we shall see that it also applies to spherical vesicles and microemulsion droplets whose membranes bend elastically. For all these structures, the mean aggregation number \( M \) is concentration dependent, varying with the square root of the concentration \( C \) above the CMC, and from Eq. (16.23) we note that it is also very sensitive to small changes in the interaction parameter \( \alpha \). Consequently, we may anticipate that the aggregation
number and polydispersity of such structures in water should also be very sensitive to temperature, electrolyte concentration and pH.

Actually, there is a formal relationship between the mean aggregation number, $M$, the total surfactant concentration, $C$, and the polydispersity, $\sigma$ (Fig. 16.6). This relation

$$\sigma^2 \approx \frac{\partial \log \langle N \rangle}{\partial \log C}$$  \hspace{1cm} (16.26)

is valid above the CMC (Israelachvili et al., 1976) and shows that whenever the distribution is highly polydisperse, the mean aggregation number is also very sensitive to the total surfactant concentration. Conversely, monodisperse structures have aggregation numbers that do not vary with concentration.

### 16.8 More Complex Amphiphilic Structures

The value of $p$ in Eq. (16.11) is constant only for aggregates composed of fairly simple molecules that self-assemble into simple geometric shapes such as spheres, discs or rods. More complex amphiphilic molecules can assemble into more complex shapes such as vesicles, interconnected rods or even three-dimensional 'periodic' structures (cf. Fig. 17.10).

Before proceeding with an analysis of the size distribution of these structures, let us first consider what causes different amphiphilic molecules to aggregate into one or another of these structures in the first place. This is determined by the types of anisotropic binding forces acting between different parts of the amphiphilic molecules. For simple (non-amphiphilic) molecules such as alkanes in water whose hydrophobic interaction with each other is largely isotropic or non-directional, we would expect them to coalesce and grow as small spherical droplets (for which the total surface energy is a minimum for any given $N$). And we have seen that for such aggregates, $p = \frac{1}{2}$ in Eq. (16.11), which results in a phase separation at the solubility limit (the effective CMC). Clearly, molecules that aggregate into linear or sheet-like structures must have asymmetric directional bonding. For example, cigar-shaped molecules may have their binding sites located at the ends of the molecules or axially around each molecule; the former will result in linear rod-like aggregates, the latter in sheet-like aggregates.

Further, if the molecules are also flexible, the structures they adopt will be more varied than any of the simple shapes so far considered. Thus, the energetically unfavourable regions at each end of a rod-like aggregate may be eliminated if the two ends bend and join together, resulting in a torus or 'toroidal micelle'. Similarly, the unfavourable rim energy of a disc may be eliminated by its closing up into a vesicle, which is what happens with certain classes of surfactants and lipids. In all such cases, $\mu^0$ no longer decays gradually with increasing $N$ as given by the simple equation, Eq. (16.11). Instead, it now reaches a minimum value at some finite value of $N$ (say $N = M$), or it reaches a low value at $N = M$ and then remains almost constant for $N > M$ (see Fig. 17.5). Depending on the sharpness of the minimum, such a form for $\mu^0$ generally results in monodisperse aggregates of mean aggregation number $N < M$, rather than infinite or polydisperse aggregates. As we shall see in the following chapter, this is what happens for certain types of vesicles and spherical micelles. Here we shall consider the consequences for the size distribution of micelles when $\mu^0$ reaches a low value at some finite aggregation number $M$ and does not continue to decrease for $N > M$.

To a high degree of accuracy the CMC may be expressed as

$$\text{CMC} \approx \exp[-(\mu^0_N - \mu^0_M)/kT].$$  \hspace{1cm} (16.27)

This is the common form of the equation traditionally used in the analysis of spherical micelles. If $\mu^0_N$ has a minimum value at $N = M$, the variation of $\mu^0_N$ about $\mu^0_M$ can usually be expressed in the parabolic form:

$$\mu^0_N - \mu^0_M = \Lambda(\Delta N)^2$$  \hspace{1cm} (16.28)
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To a high degree of accuracy the CMC may be expressed as

$$\text{CMC} \approx \exp\left[-(\mu^0_1 - \mu^0_M)/kT\right].$$

(16.27)

This is the common form of the equation traditionally used in the analysis of spherical micelles. If $\mu^0_N$ has a minimum value at $N = M$, the variation of $\mu^0_N$ about $\mu^0_M$ can usually be expressed in the parabolic form:

$$\mu^0_N - \mu^0_M = \Lambda(\Delta N)^2$$

(16.28)
where $\Delta N = (N - M)$. In this case Eq. (16.3a) becomes

$$X_M = N \left\{ \frac{X_M}{M} \exp\{-MA(\Delta N)^2/kT\} \right\}^{N/M} \quad (16.29)$$

and so the distribution of $X_M$ about $M$ will be near Gaussian (Fig. 16.6) with a standard deviation in the aggregation number given by

$$\sigma = \sqrt{kT/2MA}. \quad (16.30)$$

Systems that fall into this category are spherical micelles and certain single bilayer vesicles, and we shall find that for typical values of $M$ and $A$ these can be fairly monodisperse with $\sigma/M \approx 0.1-0.3$.

### 16.9 Effects of Interactions Between Aggregates: Mesophases and Multilayers

So far we have ignored interaggregate interactions. These cannot be ignored at high concentrations (low water content) where, especially for surfactant and lipid dispersions, transitions to larger and more ordered mesophase or lyotropic liquid crystalline structures are commonly observed. These can be ordered arrays of cylinders (hexagonal or nematic phases), stacks of bilayers (lamellar, liposome or smectic phases) or a complex three-dimensional network of interconnected surfaces (periodic structures forming bicontinuous phases). Both attractive and repulsive forces between aggregates can lead to such structural phase transitions, and it is worth considering each of these very different scenarios in turn.

First, consider the case where there are strong repulsive electrostatic, steric or hydration forces between the aggregates, which we shall assume are initially small spherical micelles. With increasing surfactant concentration the micelles are forced to come closer together, which is energetically unfavourable. However, if the surfactants rearrange to form an ordered array of cylinders, it is a simple matter to ascertain (see Problem 18.5) that their surfaces can now be farther apart from each other. And if they order into a stack of bilayers, their surfaces can be even further apart, all at the same surfactant concentration (same volume fraction). It is for this reason that many surfactant structures go from being small micelles to long cylinders to large liposomes as the surfactant content is progressively increased above about 10% by weight (Ekwall, 1975; Tiddy, 1980). Note that since these types of phase transitions arise from repulsive forces, where the aggregates are trying to get as far apart as possible within a confined volume of solution, the different phases formed fill up the whole volume of the solution.

When the structural transitions are caused by attractive forces the larger structures may now either separate out from, or coexist with, the smaller aggregates or monomers in solution. Such attractive forces arise between uncharged amphiphilic surfaces, e.g. those having nonionic or zwitterionic headgroups, and for charged headgroups in high salt where the electrostatic repulsion is screened. Let us again consider the transformation of small micelles or vesicles into large liposomes. Now, however, because the forces are attractive, the equilibrium separation between the bilayers in the liposomes will be at their potential-energy minimum, where the depth of the minimum is $W_0$ per unit area (illustrated in Fig. 18.2). While the smaller micelles are clearly favoured entropically, the liposomes could be thermodynamically more favourable if the value of $W_0$ is sufficiently large. The problem is to establish how these two effects compete in determining which structure is formed at the CMC and at higher concentrations.

If $M$ is the micelle or vesicle aggregation number and $M$ the liposome aggregation number ($M > M$), then equating the chemical potentials of molecules in all the possible dispersed and aggregated states gives at equilibrium

$$\mu_0^0 + kT \log X_1 = \mu_0^M + (kT/M) \log (X_M/M) = \mu_M^M + (kT/M) \log (X_M/M)$$

monomers

micelles/vesicles

liposomes/superaggregates

\[ X_M/M = (X_M/M)^{\mu_0^0 - (\mu_M^M)/kT} \quad (16.31) \]

The concentration at which $X_M = X_M$ is therefore

$$\left( X_M \right)_{crit} = M \exp\{-M(\mu_0^M - \mu_M^M)/kT\} \quad (16.33)$$

Thus, depending on $M$ and the difference in the energies ($\mu_0^M - \mu_M^M$) per surfactant molecule in the micellar and liposome states (which includes contributions from both intrabilayer and interbilayer interactions) the latter may form spontaneously at the CMC, or—if $(X_M)_{crit}$ is greater than the CMC—at some higher concentration, while the background concentration

---

1 A mesophase is a normal phase in the thermodynamic sense, but one that is structurally more complex than a simple liquid or solid phase. It can contain many small molecular aggregates that can be monodisperse or polydisperse, or it can have convoluted lamellar or tubular structures that link up with each other to form a repeat three-dimensional network that extends indefinitely throughout the phase. These are known as periodic structures, two of which are shown in Fig. 17.10.
where $\Delta N = (N - M)$. In this case Eq. (16.3a) becomes

$$X_M = N \left\{ \frac{X_M}{M} \exp\left[-M\Lambda(\Delta N)^3/kT\right] \right\}^{N/M}$$

(16.29)

and so the distribution of $X_M$ about $M$ will be near Gaussian (Fig. 16.6) with a standard deviation in the aggregation number given by

$$\sigma = \sqrt{kT/2M\Lambda}.$$  

(16.30)

Systems that fall into this category are spherical micelles and certain single bilayer vesicles, and we shall find that for typical values of $M$ and $\Lambda$ these can be fairly monodisperse with $\sigma/M \approx 0.1–0.3$.

16.9Effects of Interactions Between Aggregates: Mesophases and Multilayers

So far we have ignored interaggregate interactions. These cannot be ignored at high concentrations (low water content) where, especially for surfactant and lipid dispersions, transitions to larger and more ordered **mesophase** or lyotropic liquid crystalline structures are commonly observed. These can be ordered arrays of cylinders (hexagonal or nematic phases), stacks of bilayers (lamellar, liposome or smectic phases) or a complex three-dimensional network of interconnected surfaces (periodic structures forming bicontinuous phases). Both attractive and repulsive forces between aggregates can lead to such structural phase transitions, and it is worth considering each of these very different scenarios in turn.

First, consider the case where there are strong repulsive electrostatic, steric or hydration forces between the aggregates, which we shall assume are initially small spherical micelles. With increasing surfactant concentration the micelles are forced to come closer together, which is energetically unfavourable. However, if the surfactants rearrange to form an ordered array of cylinders, it is a simple matter to ascertain (see Problem 18.5) that their surfaces can now be farther apart from each other. And if they order into a stack of bilayers, their surfaces can be even further apart, all at the same surfactant concentration (same volume fraction). It is for this reason that many surfactant structures go from being small micelles to long cylinders to large liposomes as the surfactant content is progressively increased above about 10% by weight (Ekwall, 1975; Tiddy, 1980). Note that since these types of phase transitions arise from repulsive forces, where the aggregates are trying to get as far apart as possible within a confined volume of solution, the different phases formed fill up the whole volume of the solution.

When the structural transitions are caused by attractive forces the larger structures may now either separate out from, or coexist with, the smaller aggregates or monomers in solution. Such attractive forces arise between uncharged amphiphilic surfaces, e.g., those having nonionic or zwitterionic headgroups, and for charged headgroups in high salt where the electrostatic repulsion is screened. Let us again consider the transformation of small micelles or vesicles into large liposomes. Now, however, because the forces are attractive, the equilibrium separation between the bilayers in the liposomes will be at their potential-energy minimum, where the depth of the minimum is $W_0$ per unit area (illustrated in Fig. 18.2). While the smaller micelles are clearly favoured entropically, the liposomes could be thermodynamically more favourable if the value of $W_0$ is sufficiently large. The problem is to establish how these two effects compete in determining which structure is formed at the CMC and at higher concentrations.

If $M$ is the micelle or vesicle aggregation number and $M$ the liposome aggregation number ($M \gg M$), then evaluating the chemical potentials of molecules in all the possible dispersed and aggregated states gives at equilibrium

$$\mu_i^0 + kT \log X_i = \mu_M^0 + (kT/M) \log (X_M/M) = \mu_M + (kT/M) \log (X_M/M)$$

monomers

molecules/vesicles

liposomes/supraaggregates

(16.31)

$$X_M/M = \left\{ (X_M/M) \exp\left[M(\mu_M^0 - \mu_M^0)/kT\right] \right\}^{M/M}.$$  

(16.32)

The concentration at which $X_M = X_M$ is therefore

$$(X_M)^{\text{eq}} \approx M \exp\left[-M(\mu_M^0 - \mu_M^0)/kT\right].$$

(16.33)

Thus, depending on $M$ and the difference in the energies ($\mu_M^0 - \mu_M^0$) per surfactant molecule in the micellar and liposome states (which includes contributions from both intrabilayer and interbilayer interactions) the latter may form spontaneously at the CMC, or—if $(X_M)^{\text{eq}}$ is greater than the CMC—at some higher concentration, while the background concentration

---

1 A mesophase is a normal phase in the thermodynamic sense, but one that is structurally more complex than a simple liquid or solid phase. It can contain many small molecular aggregates that can be monodisperse or polydisperse, or it can have convoluted lamellar or tubular structures that link up with each other to form a repeat three-dimensional network that extends indefinitely throughout the phase. These are known as periodic structures, two of which are shown in Fig. 17.10.
of monomers and the smaller aggregates remains unchanged. We may conveniently term such transitions first and second CMCs. If \( M \gg M \), the concentration at which large aggregates begin to form will be sharp and in all respects analogous to the first CMC. Note, too, that if we put \( M = 1 \) in Eq. (16.33), it reduces to Eq. (16.13) for the first CMC. Indeed, if we consider the smaller aggregates as if they were 'monomers', Eqs (16.32) and (16.33) are completely analogous to Eqs (16.3) and (16.13).

\[ \mu_M - \mu_M^0 \approx \frac{1}{2} \times 8 \times 10^{-5} \times 0.70 \times 10^{-18} = 2.8 \times 10^{-23} \text{ J}, \]

or 0.0068 kT at 298 K. (Note: this corresponds to \( g_p \) in Fig. 18.2.) If \( M = 3000 \) is the vesicle aggregation number, then from Eq. (16.33) a vesicle-to-liposome transition will occur at a lipid concentration of

\[ (X_m)_{crit} = 3000 \exp(-3000 \times 0.0068) \approx 4 \times 10^{-6}, \]

that is, at about 2 \times 10^{-4} M (which may be compared with the first CMC of about 10^{-10} M typical of vesicle-forming lipids). This analysis, however, neglects any possible energy difference arising from the different bilayer curvatures in vesicles and planar bilayers which will also contribute to \( (\mu_M - \mu_M^0) \) in Eq. (16.33). Curvature effects are discussed in Section 17.9.

16.10 CONCLUSION

We have gone as far as is possible with a formal analysis of the statistical thermodynamics of self-assembly, and to proceed further we must now consider the different types of interactions occurring between amphiphilic molecules in aggregates more specifically. In Chapter 17 we shall quantify these interactions and in particular investigate how the geometric shape constraints of surfactant and lipid molecules restrict their assembly into aggregates of different shapes. The important conclusion to be drawn from this chapter is that once the aggregates' shape is known their physical properties are necessarily given by the thermodynamic equations developed in this chapter, for example, a dilute dispersion of one-component cylindrical micelles must be polydisperse and their size must increase with concentration. Therein lies the beauty and power of thermodynamics.

PROBLEMS AND DISCUSSION TOPICS

16.1 In the so-called 'pseudo-phase' approximation of the theory of micelles, it is assumed that only two species exist in the solution: monomers and monodisperse micelles all with the same aggregation number, \( N \). The monomers are at a concentration \( X_1 \) and the concentration of monomers in the micelles is \( X_m \) (note that the micellar concentration is \( X_m/N \)). For the case where \( (\mu_m^0 - \mu_m^0)/kT = 10 \), plot the concentration of surfactant monomers \( X_1 \) as a function of total concentration \( C \) from \( C = 0 \) to twice the theoretical CMC for \( N = 10, 50 \) and 500. For each case find the value of \( C \) at which \( X_1 = X_m \), and comment on the shapes of the curves and how these values compare with the theoretical CMC as calculated using Eq. (16.13).

16.2 Ionic surfactants in water must be considered as a three-component system (unlike non-ionic surfactants which do not dissociate to give off counterions into solution). An ionic surfactant is fully dissociated in the monomer form but only a fraction \( f \) is dissociated in the micellar form. Show that above the CMC the concentration \( X_1 \) of monomers will not remain constant as shown in Fig. 16.5, but will fall according to \( X_1 \approx constant / C^f(1 - f)^g \).

16.3 Estimate the interfacial tension \( \gamma \) of an oil–water interface at 25°C where the aqueous phase contains surfactant micelles and where the interface contains a compact (liquid-condensed) surfactant monolayer. Assume that the total surfactant concentration in the aqueous phase is \( C = 10^{-2} \) M (well above the CMC), that the micelles have a mean aggregation number of \( M = 100 \), and that the headgroup area is \( a_0 = 0.40 \text{ nm}^2 \). (Answer: \( \gamma \approx (kT/Ma_0) \ln (M/C) \approx 1 \text{ mJ m}^{-2} \))
of monomers and the smaller aggregates remains unchanged. We may conveniently term such transitions first and second CMCs. If \( M \gg M \), the concentration at which large aggregates begin to form will be sharp and in all respects analogous to the first CMC. Note, too, that if we put \( M = 1 \) in Eq. (16.33), it reduces to Eq. (16.13) for the first CMC. Indeed, if we consider the smaller aggregates as if they were 'monomers', Eqs (16.32) and (16.33) are completely analogous to Eqs (16.3) and (16.13).

\[ \square \]

\begin{bold}{WORKED EXAMPLE}\end{bold}

\textit{Question:} In a certain system the depth of the potential energy minimum between two lipid bilayers is \( W = 8 \times 10^{-2} \text{ mJ m}^{-2} \). If this is the only energy difference per molecule in a vesicle and in a liposome, estimate the 'critical liposome concentration'. Assume that the surface area occupied by each lipid molecule is 0.70 nm\(^2\), that each vesicle contains 3000 molecules, and that the liposomes are much larger than the vesicles.

\textit{Answer:} The free energy difference per molecule in vesicles and liposomes is

\[ (\mu_M^0 - \mu_M^0) \approx \frac{1}{2} \times 8 \times 10^{-5} \times 0.70 \times 10^{-18} = 2.8 \times 10^{-23} \text{ J}, \]

or 0.0068 \( kT \) at 298 K. (Note: this corresponds to \( g_0 \) in Fig. 18.2.) If \( M = 3000 \) is the vesicle aggregation number, then from Eq. (16.33) a vesicle-to-liposome transition will occur at a lipid concentration of

\[ (X_M)_{\text{vir}} = 3000 \exp(-3000 \times 0.0068) \approx 4 \times 10^{-6}, \]

that is, at about 2 \( \times 10^{-4} \text{ M} \) (which may be compared with the first CMC of about \( 10^{-10} \text{ M} \) typical of vesicle-forming lipids). This analysis, however, neglects any possible energy difference arising from the different bilayer curvatures in vesicles and planar bilayers which will also contribute to \( (\mu_M^0 - \mu_M^0) \) in Eq. (16.33). Curvature effects are discussed in Section 17.9.

16.10 \CONCLUSION

We have gone as far as is possible with a formal analysis of the statistical thermodynamics of self-assembly, and to proceed further we must now consider the different types of interactions occurring between amphiphilic molecules in aggregates more specifically. In Chapter 17 we shall quantify these interactions and in particular investigate how the geometric shape constraints of surfactant and lipid molecules restrict their assembly into aggregates of different shapes. The important conclusion to be drawn from this chapter is that once the aggregates’ shape is known their physical properties are necessarily given by the thermodynamic equations developed in this chapter, for example, a dilute dispersion of (one-component) cylindrical micelles must be polydisperse and their size must increase with concentration. Therein lies the beauty and power of thermodynamics.

\textit{PROBLEMS AND DISCUSSION TOPICS}

16.1 In the so-called 'pseudo-phase' approximation of the theory of micelles, it is assumed that only two species exist in the solution: monomers and monodisperse micelles all with the same aggregation number, \( N \). The monomers are at a concentration \( X_1 \) and the concentration of monomers in the micelles is \( X_M \) (note that the micellar concentration is \( X_M/\text{N} \)). For the case where \( (\mu_1^0 - \mu_M^0)/kT = 10 \), plot the concentration of surfactant monomers \( X_1 \) as a function of total concentration \( C \) from \( C = 0 \) to twice the theoretical CMC for \( N = 10, 50 \) and 500. For each case find the value of \( C \) at which \( X_1 = X_M \), and comment on the shapes of the curves and how these values compare with the theoretical CMC as calculated using Eq. (16.13).

16.2 Ionic surfactants in water must be considered as a three-component system (unlike non-ionic surfactants which do not dissociate to give off counterions into solution). An ionic surfactant is fully dissociated in the monomer form but only a fraction \( f \) is dissociated in the micellar form. Show that above the CMC the concentration \( X_1 \) of monomers will not remain constant as shown in Fig. 16.5, but will fall according to \( X_1 \approx \text{constant}/C^{1/2}(1 - f)^2 \).

16.3 Estimate the interfacial tension \( \gamma_l \) of an oil–water interface at 25°C where the aqueous phase contains surfactant micelles and where the interface contains a compact (liquid-condensed) surfactant monolayer. Assume that the total surfactant concentration in the aqueous phase is \( C = 10^{-2} \text{ M} \) (well above the CMC), that the micelles have a mean aggregation number of \( M = 100 \), and that the headgroup area is \( a_0 = 0.40 \text{ nm}^2 \). (\textit{Answer:} \( \gamma_l \approx (kT/Ma_0)\ln(M/C) \approx 1 \text{ mJ m}^{-2} \).)
AGGREGATION OF AMPHIPHILIC MOLECULES
INTO MICELLES, BILAYERS, VESICLES AND BIOLOGICAL MEMBRANES

17.1 INTRODUCTION: EQUILIBRIUM CONSIDERATIONS OF AMPHIPHILIC STRUCTURES

Amphiphilic molecules such as surfactants, lipids, copolymers and proteins can associate into a variety of structures in aqueous solutions (Fig. 16.1), which can transform from one to another when the solution conditions are changed, for example, the electrolyte concentration or pH. To understand these structural aspects one requires an understanding not only of the thermodynamics of self-assembly (discussed in Chapter 16) but also of the forces between the amphiphilic molecules within the aggregates and how these, too, are affected by solution conditions. These two factors (thermodynamics and intra-aggregate forces), together with the strength of the inter-aggregate forces between aggregates in more concentrated systems, determine the equilibrium structures formed.

In this chapter we shall investigate the interaction forces between amphiphilic molecules within aggregates in more detail, and we shall see how these naturally lead to molecular packing considerations in determining which structures are formed. In the following chapter we consider the forces between these structures and their consequences for the equilibrium phase state of the whole system.

Before proceeding it is worth clarifying what one means by 'equilibrium structures', especially with reference to the Gibbs phase rule. Amphiphilic structures can be hard and solid-like, but they are more often soft or fluid-like, with the molecules in constant thermal motion within each aggregate—twisting, turning and bobbing in and out of the surface. Thus, unlike monodisperse colloidal particles, these structures have no definite size or shape, but only a distribution about some mean value. In Section 16.7 we saw that this distribution can sometimes be very broad.

Further, we also saw that it is possible for the equilibrium distribution to peak at more than one value of N. Thus, in principle, small aggregates such as micelles can be in thermodynamic equilibrium with large aggregates such as vesicles, all within the same one-phase system. While it may appear that a large vesicle or liposome, being a macroscopic structure, should be considered as a separate phase, this is strictly not so. The sizes of the structures play no role in the thermodynamic definition of what constitutes a single phase, which merely requires that the properties be uniform throughout the phase. Thus, in principle, structures may be very large and macroscopic and yet not constitute a separate phase if their number density in solution (or space) remains uniform throughout the whole system which, of course, must be even larger.

Genuine two-phase and three-phase systems can also occur, where monomers, micelles, vesicles or liposomes separate out into distinct phases in equilibrium with each other. However, such phase separations can take a long time to reach equilibrium, so that it is often difficult to identify experimentally the true thermodynamic state of an amphiphilic system, let alone study the structure and dynamics of the aggregates themselves.

17.2 OPTIMAL HEADGROUP AREA

The major forces that govern the self-assembly of amphiphiles into well-defined structures such as micelles and bilayers derive from the hydrophobic attraction at the hydrocarbon–water interface, which induces the molecules to associate, and the hydrophilic, ionic or steric repulsion of the headgroups, which imposes the opposite requirement that they remain in contact with water. These two interactions compete to give rise to the idea of two ‘opposing forces’ (Tanford, 1980) acting mainly in the interfacial region: the one tending to decrease and the other tending to increase the interfacial area a per molecule (the effective headgroup area) exposed to the aqueous phase (Fig. 17.1).

The attractive interaction arises mainly from the hydrophobic or interfacial tension forces which act at the essentially fluid hydrocarbon–water interface. This interaction may be represented by a positive interfacial free energy per unit area characteristic of the hydrocarbon–water interface of $\gamma \approx 50 \text{ mJ m}^{-2}$, though as discussed in Section 16.6 there are indications that at a hydrophilic headgroup–water interface this value may be much reduced and closer to $\gamma \approx 20 \text{ mJ m}^{-2}$ (Parsegian, 1966; Jönsson and Wennström, 1981; see also Table 16.2). In the case of biological lipids, about half of these usually contain one or more unsaturated $\text{C} \equiv \text{C}$ bonds and these have much lower interfacial
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17.2 OPTIMAL HEADGROUP AREA

The major forces that govern the self-assembly of amphiphiles into well-defined structures such as micelles and bilayers derive from the hydrophobic attraction at the hydrocarbon–water interface, which induces the molecules to associate, and the hydrophilic, ionic or steric repulsion of the headgroups, which imposes the opposite requirement that they remain in contact with water. These two interactions compete to give rise to the idea of two 'opposing forces' (Tanford, 1980) acting mainly in the interface region: the one tending to decrease and the other tending to increase the interfacial area a per molecule (the effective headgroup area) exposed to the aqueous phase (Fig. 17.1).

The attractive interaction arises mainly from the hydrophobic or interfacial tension forces which act at the essentially fluid hydrocarbon–water interface. This interaction may be represented by a positive interfacial free energy per unit area characteristic of the hydrocarbon–water interface of $\gamma \approx 50 \text{ mJ m}^{-2}$, though as discussed in Section 16.6 there are indications that at a hydrophilic headgroup–water interface this value may be much reduced and closer to $\gamma \approx 20 \text{ mJ m}^{-2}$ (Parsegian, 1966; Jönsson and Wennerström, 1981; see also Table 16.2). In the case of biological lipids, about half of these usually contain one or more unsaturated C=\text{C} bonds and these have much lower interfacial
The total interfacial free energy per molecule in an aggregate may therefore be written, to first order, as

$$\mu_a^0 = \gamma a + K/a,$$  \hspace{1cm} (17.1)

where $K$ is a constant. We shall initially assume that both these forces act in the same plane at the hydrophobic–hydrophilic interface (Fig. 17.1). The minimum energy is therefore given when $\partial \mu_a^0 / \partial a = 0$, that is,

$$\mu_a^0(\text{min}) = 2\gamma a_0, \hspace{1cm} a_0 = \sqrt{K/\gamma}. \hspace{1cm} (17.2)$$

$a_0$ will be referred to as the optimal surface area per molecule, defined at the hydrocarbon–water interface. The interfacial energy per molecule, Eq. (17.1) may now be expressed in the more convenient form

$$\mu_a^0 = 2\gamma a_0 + \frac{\gamma}{a}(a - a_0)^2$$ \hspace{1cm} (17.3)

in which the unknown constant $K$ has been eliminated, so that $\mu_a^0$ as a function of $a$ is now in terms of the two known or measurable parameters, $\gamma$ and $a_0$.

We see therefore how the concept of opposing forces leads to the notion of an optimal area per headgroup at which the total interaction energy per lipid molecule is a minimum (Fig. 17.2). Moreover, for truly fluid hydrocarbon chains, the optimal area should not depend strongly on the chain length or

---

**Fig. 17.1.** The hydrocarbon interiors in both micelles and bilayers are normally in the fluid state (Shinitzky et al., 1972; Lindblom and Wennérström, 1977). Repulsive headgroup forces and attractive hydrophobic interfacial forces determine the optimum headgroup area $a_0$, at which $\mu_a^0$ is a minimum (see Fig. 17.2). The chain volume $v$ and chain length $l_c$ set limits on how the fluid chains can pack together, on average, inside an aggregate. Thus, the mean molecular conformation depends on $a_0$, $v$ and $l_c$.

---

**Fig. 17.2.** Optimal headgroup area $a_0$ at which the opposing forces of headgroup repulsion and interfacial (hydrophobic) attraction are balanced.
energies with water than the unsaturated homologues (cf. Table 15.1 where \( \gamma_{12} \) falls from 52 to 19 mJ m\(^{-2}\) on replacing a C—C bond by a C=C bond in octadecane).

Thus the attractive interfacial free energy contribution to \( \mu_a^0 \) may be simply written as \( \gamma a \), where \( \gamma \) is expected to lie between 20 and 50 mJ m\(^{-2}\). This simple expression is modified when account is taken of the non-purely liquid-like nature of the hydrocarbon chains, but it serves as a good first approximation.

The repulsive contributions are still too complex and difficult to formulate explicitly (Israelachvili et al., 1980a; Puvvada and Blanckstein, 1990). Between mobile hydrophilic headgroups these include a steric contribution, a hydration force contribution and an electrostatic double-layer contribution if the headgroups are charged (Payens, 1955; Forsyth et al., 1977). Luckily, these separate contributions do not have to be known explicitly. This is because—as in the two-dimensional van der Waals equation of state—we expect the first term in any energy expansion to be inversely proportional to the surface area occupied per headgroup \( a \) (cf. pressure \( \propto 1/a^2 \) in Eq. (2.29)).

The total interfacial free energy per molecule in an aggregate may therefore be written, to first order, as

\[
\mu_a^0 = \gamma a + K/a,
\]

(17.1)

where \( K \) is a constant. We shall initially assume that both these forces act in the same plane at the hydrophobic—hydrophilic interface (Fig. 17.1). The minimum energy is therefore given when \( \partial \mu_a^0 / \partial a = 0 \), that is,

\[
\mu_a^0(\text{min}) = 2\gamma a_0, \quad a_0 = \sqrt{K/\gamma}.
\]

(17.2)

\( a_0 \) will be referred to as the optimal surface area per molecule, defined at the hydrocarbon—water interface. The interfacial energy per molecule, Eq. (17.1) may now be expressed in the more convenient form

\[
\mu_a^0 = 2\gamma a_0 + \frac{\gamma}{a} (a - a_0)^2
\]

(17.3)

in which the unknown constant \( K \) has been eliminated, so that \( \mu_a^0 \) as a function of \( a \) is now in terms of the two known or measurable parameters, \( \gamma \) and \( a_0 \).

We see therefore how the concept of opposing forces leads to the notion of an optimal area per headgroup at which the total interaction energy per lipid molecule is a minimum (Fig. 17.2). Moreover, for truly fluid hydrocarbon chains, the optimal area should not depend strongly on the chain length or
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on the number of chains, as is indeed found experimentally (Gallot and Skoulios, 1966; Reiss-Husson, 1967; Lewis and Engelman, 1983b).

The above equations, while crude, contain the essential features of interlipid interactions in micelles, bilayers and membranes. They imply that, to a first approximation, the interaction energy between lipids has a minimum at a certain headgroup area \(a_0\), about which the energy varies parabolically (i.e., elastically). The equations ignore three second-order but nevertheless important effects, some of which are discussed later: (i) specific headgroup interactions such as ionic bridging, (ii) specific chain—chain interactions (since the hydrocarbon chains are never perfectly fluid), and (iii) the effect of surface curvature on \(\mu_R^s\).

### 17.3 Geometric Packing Considerations

Having established the equations that adequately describe the interactions between amphiphilic molecules within an aggregate, we have yet to establish the most favored structures. The geometry or 'packing' properties of the molecules now enter the picture. These depend on their optimal area \(a_0\), the volume \(v\) of their hydrocarbon chain or chains, which will be assumed to be fluid and incompressible, and the maximum effective length that the chains can assume. We shall call this the critical chain length, \(l_c\). This length sets a limit on how far the chains can extend; smaller extensions are allowed but further extensions are not, these being prevented by a sharp rise in the interaction energy. The critical length \(l_c\) is a semiempirical parameter, since it represents a somewhat vague cutoff distance beyond which hydrocarbon chains can no longer be considered as fluid. However, as may be expected, it is of the same order as, though somewhat less than, the fully extended molecular length of the chains \(l_{max}\) (Tanford, 1973, 1980; Israelachvili et al., 1976, 1977). According to Tanford, for a saturated hydrocarbon chain with \(n\) carbon atoms:

\[
l_c \approx l_{max} \approx (0.154 + 0.1265n) \text{ nm} \tag{17.4}
\]

and

\[
v \approx (27.4 + 26.9n) \times 10^{-3} \text{ nm}^2. \tag{17.5}
\]

Note that for large \(n\), \(v/l_c \approx 0.21 \text{ nm}^2 \approx \text{constant}\), which is close to the minimum cross-sectional area that a hydrocarbon chain can have.

Once the optimal surface area \(a_0\), hydrocarbon chain volume \(v\) and critical length \(l_c\) are specified for a given molecule—all these being measurable or estimable—one may ascertain which structures the molecules can pack into consistent with these geometric constraints. It turns out that these can be satisfied by a great variety of different structures. However, since \(\mu_R^s\) will be roughly the same for all these structures (since \(a_0\) is the same) entropy will favour the structure with the smallest aggregation number, say, at \(N = M\), and this structure is unique! Larger structures will be entropically unfavoured, while smaller structures, where packing constraints force the surface area \(a\) to increase above \(a_0\), will be energetically unfavoured.

It has been shown previously (Israelachvili et al., 1976) that for lipids of optimal area \(a_0\), hydrocarbon volume \(v\) and critical chain length \(l_c\), the value of the dimensionless packing parameter or shape factor, \(v/a_0 l_c\), will determine whether they will form spherical micelles \((v/a_0 l_c < \frac{1}{3})\), non-spherical micelles \((\frac{1}{3} < v/a_0 l_c < \frac{1}{2})\), vesicles or bilayers \((\frac{1}{2} < v/a_0 l_c < 1)\), or 'inverted' structures \((v/a_0 l_c > 1)\). Each of these structures corresponds to the minimum-sized aggregate in which all the lipids have minimum free energy. These structures will now be described in turn.

### 17.4 Spherical Micelles

For molecules to assemble into spherical micelles, their optimal surface area \(a_0\) must be sufficiently large and their hydrocarbon volume \(v\) sufficiently small that the radius of the micelle \(R\) will not exceed the critical chain length \(l_c\). From simple geometry we have, for a spherical micelle of radius \(R\) and mean aggregation number \(M\) (Fig. 17.1),

\[
M = 4\pi R^3/a_0 = 4\pi R^3/3v, \tag{17.6}
\]

namely,

\[
R = 3v/a_0, \tag{17.7}
\]

so that only for

\[
\frac{v}{a_0 l_c} < \frac{1}{3} \tag{17.8}
\]

will the amphiphiles be able to pack into a spherical micelle with their headgroup areas equal to \(a_0\) and with the micelle radius \(R\) not exceeding \(l_c\).

An example of such micelle-forming amphiphiles is the 12-carbon chain
on the number of chains, as is indeed found experimentally (Galliot and Skoulios, 1966; Reiss-Husson, 1967; Lewis and Engelman, 1983b).

The above equations, while crude, contain the essential features of interlipid interactions in micelles, bilayers and membranes. They imply that, to a first approximation, the interaction energy between lipids has a minimum at a certain headgroup area $a_0$, about which the energy varies parabolically (i.e., elastically). The equations ignore three second-order but nevertheless important effects, some of which are discussed later: (i) specific headgroup interactions such as ionic bridging, (ii) specific chain—chain interactions (since the hydrocarbon chains are never perfectly fluid), and (iii) the effect of surface curvature on $\mu_0^D$.

### 17.3 Geometric Packing Considerations

Having established the equations that adequately describe the interactions between amphiphilic molecules within an aggregate, we have yet to establish the most favoured structures. The geometry or ‘packing’ properties of the molecules now enter the picture. These depend on their optimal area $a_0$, the volume $v$ of their hydrocarbon chain or chains, which will be assumed to be fluid and incompressible, and the maximum effective length that the chains can assume. We shall call this the critical chain length, $l_c$. This length sets a limit on how far the chains can extend; smaller extensions are allowed but further extensions are not, these being prevented by a sharp rise in the interaction energy. The critical length $l_c$ is a semiempirical parameter, since it represents a somewhat vague cutoff distance beyond which hydrocarbon chains can no longer be considered as fluid. However, as may be expected, it is of the same order as, though somewhat less than, the fully extended molecular length of the chains $l_{max}$ (Tanford, 1973, 1980; Israelachvili et al., 1976, 1977). According to Tanford, for a saturated hydrocarbon chain with $n$ carbon atoms:

$$ l_c \leq l_{max} \approx (0.154 + 0.1265n) \text{ nm} \quad (17.4) $$

and

$$ v \approx (27.4 + 26.9n) \times 10^{-3} \text{ nm}^3. \quad (17.5) $$

Note that for large $n$, $v/l_c \approx 0.21 \text{ nm}^2 \approx \text{constant}$, which is close to the minimum cross-sectional area that a hydrocarbon chain can have.

Once the optimal surface area $a_0$, hydrocarbon chain volume $v$ and critical length $l_c$ are specified for a given molecule—all these being measurable or estimable—one may ascertain which structures the molecules can pack into consistent with these geometric constraints. It turns out that these can be satisfied by a great variety of different structures. However, since $\mu_0^D$ will be roughly the same for all these structures (since $a_0$ is the same) entropy will favour the structure with the smallest aggregation number, say, at $N = M$, and this structure is unique! Larger structures will be entropically unfavoured, while smaller structures, where packing constraints force the surface area $a$ to increase above $a_0$, will be energetically unfavoured.

It has been shown previously (Israelachvili et al., 1976) that for lipids of optimal area $a_0$, hydrocarbon volume $v$ and critical chain length $l_c$, the value of the dimensionless packing parameter or shape factor, $v/a_0 l_c$, will determine whether they will form spherical micelles ($v/a_0 l_c < \frac{1}{3}$), non-spherical micelles ($\frac{1}{3} < v/a_0 l_c < \frac{1}{2}$), vesicles or bilayers ($\frac{1}{2} < v/a_0 l_c < 1$), or 'inverted' structures ($v/a_0 l_c > 1$). Each of these structures corresponds to the minimum-sized aggregate in which all the lipids have minimum free energy. These structures will now be described in turn.

### 17.4 Spherical Micelles

For molecules to assemble into spherical micelles, their optimal surface area $a_0$ must be sufficiently large and their hydrocarbon volume $v$ sufficiently small that the radius of the micelle $R$ will not exceed the critical chain length $l_c$. From simple geometry we have, for a spherical micelle of radius $R$ and mean aggregation number $M$ (Fig. 17.1),

$$ M = 4\pi R^3/a_0 = 4\pi R^3/3v, \quad (17.6) $$

namely,

$$ R = 3v/a_0, \quad (17.7) $$

so that only for

$$ \frac{v}{a_0 l_c} < \frac{1}{3} \quad (17.8) $$

will the amphiphiles be able to pack into a spherical micelle with their headgroup areas equal to $a_0$ and with the micelle radius $R$ not exceeding $l_c$.

An example of such micelle-forming amphiphiles is the 12-carbon chain
**WORKED EXAMPLE**

**Question:** Below what aggregation number will SDS micelles in water be spherical and how could this be achieved in practice.

**Answer:** After some thought or algebra, using Eqs (17.6)–(17.8), it becomes clear that the answer is simply

\[
M = \frac{4\pi l_e^3}{3v} = \frac{4\pi [(0.154 + 0.1265 \times 12) \times 10^{-9}]}{3[(27.4 + 26.9 \times 12) \times 10^{-30}]} = 56.
\]

We have seen that experimentally, \(M = 74\) and \(\nu/a_0 l_e \approx 0.37\) for SDS in water. Since \(\nu\) and \(l_e\) are fixed, the only way to reduce \(\nu/a_0 l_e\) to the required value of 0.33 is to raise \(a_0\) by about 10%. In practice, this could be achieved by raising the pH of the solution. This would increase the degree of ionization of the negatively charged headgroups which increases the repulsion between them (see Problem 12.7), resulting in an increase in \(a_0\). The required value of \(a_0\) is given by Eq. (17.8) as \(3\nu/l_e = 0.63\) \(\text{nm}^2\). If the surfactant were cationic, we would decrease the pH.

The mean size of spherical micelles is relatively insensitive to the surfactant concentration above the CMC, and the micelles are fairly monodisperse. The standard deviation \(\sigma\) in the aggregation number about the mean (at \(N \approx M\) where \(a = a_0\)) may be obtained by first noting that \(\mu_m^0\) of Eq. (17.3) can be written as

\[
\mu_m^0 = \mu_m^0 + \frac{\gamma}{a}(a - a_0)^2. \tag{17.9}
\]

Now for a spherical micelle, we have \(N = 4\pi R^2/a = 4\pi R^3/3v = 36\nu v/a^2\). Equation (17.9) may therefore be expressed as

\[
\mu_m^0 - \mu_m^0 = \Lambda(N - M)^2, \quad \text{where} \quad \Lambda = \frac{\gamma a_0}{9M^2}. \tag{17.10}
\]

Substituting this value for \(\Lambda\) into Eq. (16.30) gives

\[
\sigma = \sqrt{\frac{9kT}{2\gamma a_0}}M. \tag{17.11}
\]

Typically, for \(\gamma\) lying in the range 20–50 \(\text{mJ m}^{-2}\) and \(a_0 \approx 0.60\) \(\text{nm}^2\), we therefore expect

\[
\sigma \approx \sqrt{M}. \tag{17.12}
\]
Question: Below what aggregation number will SDS micelles in water be spherical and how could this be achieved in practice.

Answer: After some thought or algebra, using Eqs (17.6)–(17.8), it becomes clear that the answer is simply

\[
M = \frac{4\pi l_c^3}{3v} = \frac{4\pi[(0.154 + 0.1265 \times 12) \times 10^{-9}]^3}{3[(27.4 + 26.9 \times 12) \times 10^{-39}]} = 56.
\]

We have seen that experimentally, \( M = 74 \) and \( v/a_0 l_c \approx 0.37 \) for SDS in water. Since \( v \) and \( l_c \) are fixed, the only way to reduce \( v/a_0 l_c \) to the required value of 0.33 is to raise \( a_0 \) by about 10%. In practice, this could be achieved by raising the pH of the solution. This would increase the degree of ionization of the negatively charged headgroups which increases the repulsion between them (see Problem 12.7), resulting in an increase in \( a_0 \). The required value of \( a_0 \) is given by Eq. (17.8) as \( 3v/l_c = 0.63 \) nm\(^2\). If the surfactant were cationic, we would decrease the pH.

The mean size of spherical micelles is relatively insensitive to the surfactant concentration above the CMC, and the micelles are fairly monodisperse. The standard deviation \( \sigma \) in the aggregation number about the mean (at \( N \approx M \) where \( a = a_0 \)) may be obtained by first noting that \( \mu_w^2 \) of Eq. (17.3) can be written as

\[
\mu_w^2 = \mu_m^2 + \frac{2}{3}(a - a_0)^2. \tag{17.9}
\]

Now for a spherical micelle, we have \( N = 4\pi R^2/a = 4\pi R^2/3v = 36\pi v^2/a^2 \). Equation (17.9) may therefore be expressed as

\[
\mu_w^2 - \mu_m^2 = \Lambda(N - M)^3, \quad \text{where } \Lambda = \gamma a_0/9M^2. \tag{17.10}
\]

Substituting this value for \( \Lambda \) into Eq. (16.30) gives

\[
\sigma = \sqrt{(9kT/2\gamma a_0)M}. \tag{17.11}
\]

Typically, for \( \gamma \) lying in the range 20–50 mJ m\(^{-2}\) and \( a_0 \approx 0.60 \) nm\(^2\), we therefore expect

\[
\sigma \approx \sqrt{M}. \tag{17.12}
\]

sodium dodecyl sulphate surfactant (SDS) in water (Fig. 17.3) where experimentally \( M \approx 74 \) (Cabane et al., 1985). Putting \( n = 12 \) into Eq. (17.5) gives \( v = 0.3502 \) nm\(^3\). Equation (17.6) then gives \( a_0 \approx 0.57 \) nm\(^2\), and Eq. (17.7) gives for the optimal micelle radius: \( R \approx 1.84 \) nm. Now for a 12-carbon chain, Eq. (17.4) gives \( l_c \approx 1.67 \) nm, which is 0.17 nm short of the required (optimal) radius. Thus, for SDS micelles in water, \( v/a_0 l_c \approx 0.37 \), which means that they just cannot pack into spheres and so must be slightly non-spherical.
for example, for $M \approx 60$, $\sigma \approx 8$. Aniansson et al. (1976) found that for a variety of sodium alkyl sulphate micelles, the value of $\sigma/\sqrt{M}$ varies between 1 and 2. The distribution or spread about $M$ is thus fairly narrow but by no means sharp, as illustrated in Fig. 16.6.

17.5 Non-spherical and cylindrical micelles

Most lipids that form spherical micelles have charged headgroups since this leads to large headgroup areas $a_0$. Addition of salt partially screens the electrostatic inter-headgroup repulsion and thereby reduces $a_0$. Those lipids that possess smaller headgroup areas such that $\frac{1}{6} < n/na_0l < \frac{1}{2}$ cannot pack into spherical micelles but can form cylindrical (rod-like) micelles. Falling into this category are single-chained lipids possessing charged headgroups in high salt (e.g., SDS, CTAB) or those possessing uncharged, non-ionic or zwitterionic headgroups (e.g., C12E5, lysolecithin).

As discussed in Section 16.7 rod-like aggregates must have very unusual properties: they are large and polydisperse, and their mean aggregation number is very sensitive to the total lipid concentration $C$. According to Eq. (16.24) above the CMC, their mean aggregation number should increase proportionally to $\sqrt{C}$, which is indeed found to be the case experimentally (Mazen et al., 1976; Misset et al., 1980).

It is important to note that the unusual properties of cylindrical micelles are due entirely to ‘end effects’: at each end the lipids are forced to pack into hemispherical caps with a headgroup area $a$ determined by $n/na_0l = \frac{1}{2}$, so that $a > a_0$ since $n/na_0l > \frac{1}{2}$. The unfavourable energy of these end lipids determines the magnitude of the interaction parameter $\sigma$ in Eq. (16.24), which increases as $a_0$ decreases. Since $\langle N \rangle = 2\sqrt{C/\sigma}$ it is not surprising that the growth of cylindrical micelles is very sensitive to changes in temperature, chain length, and—for ionic lipids—to ionic strength (Misset et al., 1980, 1983; Maltz et al., 1985; Lin et al., 1990; Wennerström and Lindman, 1979). For example, their sensitivity to increasing ionic strength arises from its effect on decreasing $a_0$, which increases $\sigma$. As might be expected the mean aggregation number increases dramatically with increased ionic strength. Thus, the aggregation number of SDS micelles in 0.6 M NaCl is $\approx 1000$ compared to $\approx 60$ in water. The unfavourable end energy of cylindrical micelles may be eliminated if the two ends join, thereby forming a toroidal micelle (the two-dimensional analogue of a vesicle). However, toroidal micelles have so far not been observed.

17.6 Bilayers

Lipids that form bilayers are those that cannot pack into micellar structures due to their small headgroup area $a_0$ or because their hydrocarbon chains are too bulky to fit into such small aggregates while maintaining the surface area at its optimal value. For bilayer-forming lipids, the value of $n/a_0l$ must lie close to 1, and this requires that for the same headgroup area $a_0$ and chain length $l$, their hydrocarbon volume $v$ must be about twice that of micelle-forming lipids (for which $n/a_0l$ is in the range $\frac{1}{2}$ to $\frac{3}{2}$). Therefore, lipids with two chains are likely to form bilayers, and indeed most of them do. For example, single-chained lysolecithins form small but non-spherical micelles while lecithins with two alkyl chains, such as di-C14 and di-C16 lecithins, form bilayers (Fig. 17.4). Similarly, CTAB forms micelles while the double-chained analogue forms bilayers.

The doubling of the chains also affects other aggregate properties, both static and dynamic. First, it increases the hydrophobicity of the lipids, which in turn drastically lowers their CMC: compare the CMCs of common micelle-forming lipids ($10^{-2}$ to $10^{-3}$ M) with those of bilayer-forming lipids ($10^{-6}$ to $10^{-10}$ M). We shall return to comment on the biological significance of such low CMCs later. Second, it increases the lifetimes or ‘residence times’, $\tau_R$, of the molecules within aggregates. Self-assembled structures are usually highly dynamic, with the molecules in constant thermal motion within the aggregates as well as exchanging with monomers in the bulk solution (Pfeiffer et al., 1989). This diffusive exchange may be understood as an activation process, whereby a certain activation energy $\Delta E$ has to be surmounted before a molecule can escape from the micelle or bilayer into the bulk solution. Consider the molecules within a bilayer to be jumping about with some characteristic ‘collision time’, $\tau_0$. Since the probability of a molecule leaving the bilayer each time it hits the interface is $e^{-\Delta E/RT}$, the mean lifetime of a molecule is therefore $\tau_0/e^{-\Delta E/RT}$. After a little thought it becomes clear that $\Delta E$ is essentially the same as $\left(\mu^2 - \mu^2_0\right)$ in Eq. (16.13), which allows us finally to express the residence time in the simple form

$$\tau_R = \tau_0/e^{-\Delta E/RT} \approx 55\tau_0/\text{CMC},$$

(17.13)

where the CMC is in units of M. Typical motional correlation times for amphiphiles in micelles and bilayers are in the range $\tau_0 = 10^{-9}$ to $10^{-7}$ s. Thus for micelles and bilayers we find

$$\tau_R \text{ (micelles)} \sim 55 \times 10^{-9}/10^{-3} \sim 10^{-4} \text{ s},$$

$$\tau_R \text{ (bilayers)} \sim 55 \times 10^{-7}/10^{-10} \sim 10^{-4} \text{ s}.$$
for example, for $M \approx 60$, $\sigma \approx 8$. Aniansson et al. (1976) found that for a variety of sodium alkyl sulphate micelles, the value of $\sigma/\sqrt{M}$ varies between 1 and 2. The distribution or spread about $M$ is thus fairly narrow but by no means sharp, as illustrated in Fig. 16.6.

17.5 Non-spherical and cylindrical micelles

Most lipids that form spherical micelles have charged headgroups since this leads to large headgroup areas $a_0$. Addition of salt partially screens the electrostatic inter-headgroup repulsion and thereby reduces $a_0$. Those lipids that possess smaller headgroup areas such that $\frac{1}{2} < \nu/a_0 l_c < \frac{3}{2}$ cannot pack into spherical micelles but can form cylindrical (rod-like) micelles. Falling into this category are single-chained lipids possessing charged headgroups in high salt (e.g., SDS, CTAB) or those possessing uncharged, non-ionic or zwitterionic headgroups (e.g., C$_{12}$E$_5$, lyssolecithin).

As discussed in Section 16.7 rod-like aggregates must have very unusual properties: they are large and polydisperse, and their mean aggregation number is very sensitive to the total lipid concentration $C$. According to Eq. (16.24) above the CMC, their mean aggregation number should increase proportionally to $\sqrt{C}$, which is indeed found to be the case experimentally (Mazet et al., 1976; Missel et al., 1980).

It is important to note that the unusual properties of cylindrical micelles are due entirely to "end effects": at each end the lipids are forced to pack into hemispherical caps with a headgroup area $a$ determined by $\nu/a_0 l_c = \frac{1}{2}$, so that $a > a_0$ since $\nu/a_0 l_c > \frac{3}{2}$. The unfavourable energy of these end lipids determines the magnitude of the interaction parameter $\sigma$ in Eq. (16.24), which increases as $a_0$ decreases. Since $\langle N \rangle = 2\sqrt{C}e^{\sigma}$ it is not surprising that the growth of cylindrical micelles is very sensitive to changes in temperature, chain length, and—for ionic lipids—to ionic strength (Missel et al., 1980, 1983; Malliaris et al., 1985; Lin et al., 1990; Wennerström and Lindman, 1979). For example, their sensitivity to increasing ionic strength arises from its effect on decreasing $a_0$, which increases $a$. As might be expected the mean aggregation number increases dramatically with increased ionic strength. Thus, the aggregation number of SDS micelles in 0.6 M NaCl is $\approx 1000$ compared to $\sim 60$ in water. The unfavourable end energy of cylindrical micelles may be eliminated if the two ends join, thereby forming a toroidal micelle (the two-dimensional analogue of a vesicle). However, toroidal micelles have so far not been observed.

17.6 Bilayers

Lipids that form bilayers are those that cannot pack into micellar structures due to their small headgroup area $a_0$ or because their hydrocarbon chains are too bulky to fit into such small aggregates while maintaining the surface area at its optimal value. For bilayer-forming lipids, the value of $\nu/a_0 l_c$ must lie close to 1, and this requires that for the same headgroup area $a_0$ and chain length $l_c$, their hydrocarbon volume $v$ must be about twice that of micelle-forming lipids (for which $\nu/a_0 l_c$ is in the range $\frac{1}{2}$ to $\frac{3}{2}$). Therefore, lipids with two chains are likely to form bilayers, and indeed most of them do. For example, single-chained lyssolecithins form small but non-spherical micelles while lecithins with two alkyl chains, such as di-C$_{14}$ and di-C$_{16}$ lecithins, form bilayers (Fig. 17.4). Similarly, CTAB forms micelles while the double-chained analogue forms bilayers.

The doubling of the chains also affects other aggregate properties, both static and dynamic. First, it increases the hydrophobicity of the lipids, which in turn drastically lowers their CMC: compare the CMCs of common micelle-forming lipids $(10^{-2}$ to $10^{-3}$ M) with those of bilayer-forming lipids $(10^{-8}$ to $10^{-10}$ M). We shall return to comment on the biological significance of such low CMCs later. Second, it increases the lifetimes or "residence times", $\tau_R$, of the molecules within aggregates. Self-assembled structures are usually highly dynamic, with the molecules in constant thermal motion within the aggregates as well as exchanging with monomers in the bulk solution (Pfeiffer et al., 1989). This diffusive exchange may be understood as an activation process, whereby a certain activation energy $\Delta E$ has to be surmounted before a molecule can escape from the micelle or bilayer into the bulk solution. Consider the molecules within a bilayer to be jumping about with some characteristic "collision time", $\tau_0$. Since the probability of a molecule leaving the bilayer each time it hits the interface is $e^{-\Delta E}$, the mean lifetime of a molecule is therefore $\tau_0/e^{-\Delta E}$. After a little thought it becomes clear that $\Delta E$ is essentially the same as $\langle \mu^2 \rangle$ in Eq. (16.13), which allows us finally to express the residence time in the simple form

$$\tau_R = \tau_0/e^{-\Delta E} \approx 55\tau_0/\text{CMC},$$

(17.13)

where the CMC is in units of M. Typical motional correlation times for amphiphiles in micelles and bilayers are in the range $\tau_0 = 10^{-9}$ to $10^{-7}$ s. Thus for micelles and bilayers we find

$$\tau_R (\text{micelles}) \sim 55 \times 10^{-9}/10^{-3} \sim 10^{-4} \text{s},$$

$$\tau_R (\text{bilayers}) \sim 55 \times 10^{-7}/10^{-10} \sim 10^{-4} \text{s}.$$
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These values are typical of those measured (Wennerström and Lindman, 1979; Wimley and Thompson, 1990). Furthermore, from the measured CMCs of lipids (Table 16.2) Eq. (17.13) suggests that exchange rates should fall by a factor of about 4–10 per two CH₂ groups added to the chains, in good agreement with measured values of about 8 for phospholipids (Homan and Pownall, 1988). Note, however, that residence times depend on the individual molecules and not on the structures. Thus, when a double-chained lipid bilayer hosts a single-chained surfactant molecule, the residence time of the guest lipid will be much shorter than that of the host lipids.

Another dynamic effect in bilayers is transbilayer lipid exchange, or the 'flip-flop' of molecules from one side to the other. This may also be viewed as a diffusive exchange process, except that the energy ΔE in Eq. (17.13) now refers to the energy needed to put the hydrophilic headgroup into the hydrophobic region of the bilayer. However, other mechanisms for flip-flop have also been proposed such as the diffusion of molecules around the walls of transient pores (see Fig. 17.9 and Problem 17.9). Flip-flop energies are generally higher than those for lipid exchange so that flip-flop times are longer and typically range from minutes to days (10²–10³ s) and, unlike interblayer exchange, depend more on the headgroup than on the chains (Homan and Pownall, 1988; Wimley and Thompson, 1990).

When a bilayer is stretched from its equilibrium state it expands elastically. For fluid bilayers the area compressibility modulus kₘ may be readily estimated from Eq. (17.3) since by definition

\[ \text{elastic energy} = \frac{1}{2} k_m(a - a_0)^2 / a, \]  

which gives

\[ k_m \approx 2\gamma \text{ per monolayer,} \]  

\[ \approx 4\gamma \text{ per bilayer.} \]

Assuming \( \gamma \approx 20–50 \text{ mJ m}^{-2} \), we therefore expect \( k_m \approx 4\gamma \approx 80–200 \text{ mJ m}^{-2} \) for bilayers. This estimate compares well with measured values on fluid lipid bilayers and free biological cell membranes which range from 100–230 mJ m⁻² (Kwok and Evans, 1981; Evans and Rawicz, 1990; Marsh, 1990). Bilayers also have an elastic bending or curvature modulus, \( k_n \), which affects the energy of curved bilayers and vesicles (Section 17.9). Both the area and bending moduli play an important role in determining the thermal fluctuation forces between bilayers, discussed in Section 18.6.

So far, it has been implicitly assumed that the hydrocarbon chains in micelles and bilayers are in the fluid state. At room temperature this is the case for most micelle-forming single-chained surfactants, as well as for
Table 17.1 Chain melting (phase transition) temperatures, $T_c$, of some common double-chained lipid bilayers in water (at pH 7) in order of increasing $T_c$

<table>
<thead>
<tr>
<th>Lipid (giving number of carbons per chain)</th>
<th>Headgroup type$^a$ and chain melting temperature, $T_c$ (°C)</th>
<th>Melting point of n-alkane with same number of carbon atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturated</td>
<td>PC</td>
<td>PG$^-$</td>
</tr>
<tr>
<td>Dilauroyl (12)</td>
<td>−2</td>
<td>0</td>
</tr>
<tr>
<td>Dimyristoyl (14)</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>Dipalmitoyl (16)</td>
<td>41</td>
<td>41</td>
</tr>
<tr>
<td>Distearoyl (18)</td>
<td>55</td>
<td>55</td>
</tr>
<tr>
<td>Unsaturated (cis)</td>
<td>−22</td>
<td>−18</td>
</tr>
<tr>
<td>Dioleoyl (18)</td>
<td>−22</td>
<td>−18</td>
</tr>
</tbody>
</table>

$^a$ PC: phosphatidylcholine (zwitterionic); PG$^-$: phosphatidylglycerol (negatively charged); PS$^-$: phosphatidylinositol (negatively charged); PE: phosphatidylethanolamine (zwitterionic).


bilayer-forming double-chained lipids having less than 14 carbons per chain. Unsaturated and branched chained lipids remain in the fluid state down to much lower temperatures. Some typical lipid chain melting temperatures, $T_c$, are given in Table 17.1. We see that these are somewhat above the melting points of the corresponding n-alkane, i.e., without the headgroup. At temperatures below $T_c$, bilayers cease to be fluid-like: the elastic moduli increase, lateral diffusion and flip-flop rates fall, etc. However, bilayers below $T_c$ do not always freeze into crystalline solids, but often retain some of their fluid-like properties, for example, the headgroups may still be highly mobile even though the chains are not. Such bilayers are usually referred to as being in the gel state. For an excellent book covering all aspects of the physical properties of lipid bilayers see Phospholipid Bilayers by Cevc and Marsh (1987), and the CRC Handbook of Lipid Bilayers (Marsh, 1990) for factual details.

17.7 VESICLES

Under certain conditions it becomes more favourable for closed spherical bilayers (vesicles) to form rather than infinite planar bilayers. This arises since in a closed bilayer the energetically unfavourable edges are eliminated at a finite, rather than infinite, aggregation number, which is also entropy favourably. Thus, so long as the lipids in a curved bilayer can maintain their areas at their optimal value, vesicles should be the preferred structures. What then determines the radii of vesicles? First, let us note that if $v/a_0 l_0 = 1$, only planar bilayers will form. For a bilayer to curve, the lipids in the outer monolayer must be able to pack, on average, into truncated cones. This requires that $v/a_0 l_0 < 1$. Simple geometric considerations show (Israelachvili et al., 1976) that for $\frac{1}{2} < v/a_0 l_0 < 1$, the radius of the smallest vesicle that may be formed without forcing the headgroup area $a$ in the outer monolayer to exceed $a_0$ is given by

$$R_c \approx \frac{2 \sqrt{3} (4 \pi / a_0 l_0 - 1)}{6 (1 - v/a_0 l_0)} \approx \frac{l_0}{(1 - v/a_0 l_0)}$$

(17.16)

which is the critical radius below which a bilayer cannot curve without introducing unfavourable packing strains on the lipids. So long as a vesicle’s radius does not fall below $R_c$ the lipids in both the inner and outer monolayers can pack with their surface areas at the optimal value $a_0$, and with the two hydrocarbon chain regions not exceeding $l_0$. For $R < R_c$, a must exceed $a_0$ in the outer monolayer and such vesicles are energetically unfavourable, while for $R > R_c$ the vesicles are entropically unfavourable. For a vesicle of radius $R_c$ and bilayer hydrocarbon thickness $t \approx 2 n/a_0$, the aggregation number is

$$N \approx 4 \pi [R_c^2 + (R_c - t)^2]/a_0.$$  

(17.17)

As an example, we may apply the above equations to the much-studied egg lecithin vesicles for which $a_0 \approx 0.717$ nm and $v \approx 1.063$ nm$^3$. Taking $l_0 \approx 1.75$ nm (i.e., $v/a_0 l_0 \approx 0.85$), Eqs (17.16) and (17.17) then yield $R_c \approx 11$ nm, $N \approx 3000$, $t \approx 3.0$ nm, and an outside-to-inside lipid ratio of $R_c^2/(R_c - t)^2 \approx 1.9$, all in good agreement with measured values.

Many people believe that vesicles represent the prototypes of early living cells, and it has now been demonstrated that certain biological lipids as well as synthetic surfactants and mixtures can spontaneously self-assemble into stable monodisperse vesicles (Brunner et al., 1976; Gains and Hauser, 1983; Hauser et al., 1983, 1990; Hauser, 1984; Talmon et al., 1983; Kaler et al., 1989; Madani and Kaler, 1990).

Finally, for lipids with very small optimal headgroup areas (e.g., $a_0 < 0.42$ nm$^2$ for double-chained lipids) or with bulky polysaturated chains (large $v$, small $l_0$), their value of $v/a_0 l_0$ will exceed unity. According to Eq. (17.16), when $v/a_0 l_0 > 1$, $R_c$ becomes negative. This means that such lipids form 'inverted' micellar structures or precipitate out of solution (e.g., MGDG, unsaturated phosphatidylethanolamines, negatively charged lipids in the presence of Ca$^{2+}$ ions, cholesterol).
Table 17.1 Chain melting (phase transition) temperatures, $T_c$, of some common double-chained lipid bilayers in water (at pH 7) in order of increasing $T_c$

<table>
<thead>
<tr>
<th>Lipid (giving number of carbons per chain)</th>
<th>Headgroup type* and chain melting temperature, $T_c$ ($^\circ$C)</th>
<th>Melting point of n-alkane with same number of carbon atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturated</td>
<td>PC, PG^- , PS^- , PE</td>
<td></td>
</tr>
<tr>
<td>Dilauroyl (12)</td>
<td>-2</td>
<td>-9.6</td>
</tr>
<tr>
<td>Dimyristoyl (14)</td>
<td>23</td>
<td>5.9</td>
</tr>
<tr>
<td>Dipalmitoyl (16)</td>
<td>41</td>
<td>18.2</td>
</tr>
<tr>
<td>Distearoyl (18)</td>
<td>55</td>
<td>28.2</td>
</tr>
<tr>
<td>Unsaturated (cis)</td>
<td>-22</td>
<td>-16</td>
</tr>
<tr>
<td>Dioleoyl (18)</td>
<td>-18</td>
<td>-30</td>
</tr>
</tbody>
</table>

*PC: phosphatidylcholine (zwitterionic); PG^-: phosphatidylglycerol (negatively charged); PS^-: phosphatidylserine (negatively charged); PE: phosphatidylethanolamine (zwitterionic).


Bilayer-forming double-chained lipids having less than 14 carbons per chain. Unsaturated and branched chained lipids remain in the fluid state down to much lower temperatures. Some typical lipid chain melting temperatures, $T_c$, are given in Table 17.1. We see that these are somewhat above the melting points of the corresponding n-alkane, i.e., without the headgroup. At temperatures below $T_c$, bilayers cease to be fluid-like: the elastic moduli increase, lateral diffusion and flip-flop rates fall, etc. However, bilayers below $T_c$ do not always freeze into crystalline solids, but often retain some of their fluid-like properties, for example, the headgroups may still be highly mobile even though the chains are not. Such bilayers are usually referred to as being in the gel state. For an excellent book covering all aspects of the physical properties of lipid bilayers see Phospholipid Bilayers by Cevc and Marsh (1987), and the CRC Handbook of Lipid Bilayers (Marsh, 1990) for factual details.

17.7 Vesicles

Under certain conditions it becomes more favourable for closed spherical bilayers (vesicles) to form rather than infinite planar bilayers. This arises since in a closed bilayer the energetically unfavourable edges are eliminated at a finite, rather than infinite, aggregation number, which is also entropically favoured. Thus, so long as the lipids in a curved bilayer can maintain their areas at their optimal value, vesicles should be the preferred structure. What then determines the radii of vesicles? First, let us note that if $v/a_0l_c = 1$, only planar bilayers will form. For a bilayer to curve, the lipids in the outer monolayer must be able to pack, on average, into truncated cones. This requires that $v/a_0l_c < 1$. Simple geometric considerations show (Israelachvili et al., 1976) that for $\xi < v/a_0l_c < 1$, the radius of the smallest vesicle that may be formed without forcing the headgroup area $a$ in the outer monolayer to exceed $a_0$ is given by

$$R_c \approx \frac{1}{\xi} \left[ \frac{3 + \sqrt{3(4v/a_0l_c - 1)}}{6(1 - v/a_0l_c)} \right] \approx \frac{l_c}{1 - v/a_0l_c}$$

(17.16)

which is the critical radius below which a bilayer cannot curve without introducing unfavourable packing strains on the lipids. So long as a vesicle’s radius does not fall below $R_c$ the lipids in both the inner and outer monolayers can pack with their surface areas at the optimal value $a_0$ and with the two hydrocarbon chain regions not exceeding $l_c$. For $R < R_c$, $a$ must exceed $a_0$ in the outer monolayer and such vesicles are energetically unfavourable, while for $R > R_c$, the vesicles are entropically unfavourable. For a vesicle of radius $R_c$ and bilayer hydrocarbon thickness $t \approx 2n/a_0$, the aggregation number is

$$N \approx 4\pi [R_c^2 + (R_c - t)^2]/a_0$$

(17.17)

As an example, we may apply the above equations to the much-studied egg lecithin vesicles for which $a_0 \approx 0.717$ nm$^2$ and $v \approx 1.063$ nm$^3$. Taking $l_c \approx 1.75$ nm (i.e., $v/a_0l_c \approx 0.85$), Eqs (17.16) and (17.17) then yield $R_c \approx 11$ nm, $N \approx 3000$, $t \approx 3.0$ nm, and an outside-to-inside lipid ratio of $R_c^2/(R_c - t)^2 \approx 1.9$, all in good agreement with measured values.

Many people believe that vesicles represent the prototypes of early living cells, and it has now been demonstrated that certain biological lipids as well as synthetic surfactants and mixtures can spontaneously self-assemble into stable monodisperse vesicles (Brunner et al., 1976; Gains and Hauser, 1983; Hauser et al., 1983, 1990; Hauser, 1984; Talmon et al., 1983; Kaler et al., 1989; Madani and Kaler, 1990).

Finally, for lipids with very small optimal headgroup areas (e.g., $a_0 < 0.042$ nm$^2$ for double-chained lipids) or with bulky polyunsaturated chains (large $v$, small $l_c$), their value of $v/a_0l_c$ will exceed unity. According to Eq. (17.16), when $v/a_0l_c > 1$, $R_c$ becomes negative. What this means is that such lipids form ‘inverted’ micellar structures or precipitate out of solution (e.g., MGDG, unsaturated phosphatidylethanolamines, negatively charged lipids in the presence of Ca$^{2+}$ ions, cholesterol).
17.8 Factors Affecting Changes from One Structure to Another

We have seen that the geometric packing properties of different lipids may be conveniently expressed in terms of the packing parameter \( v/a_0 l_c \) characteristic for each lipid in a given solution environment, the value of which determines the type of aggregate formed. Table 17.2 illustrates the structures formed by some common lipids, and how these can be modified by their ionic environment, temperature, chain unsaturation, etc., as will now be summarized.

(i) Factors affecting headgroup area. Lipids with smaller headgroup areas (high \( v/a_0 l_c \)) form larger vesicles, less-curved bilayers, or inverted micellar phases. For anionic headgroups, this can be brought about by increasing the salt concentration, particularly Ca\(^{2+}\), or lowering the pH. This also has the effect of straightening (condensing) the chains.

(ii) Factors affecting chain packing. Introducing chain branching and unsaturation, particularly of cis double bonds, reduces \( l_c \) and thus increases \( v/a_0 l_c \). Similar effects occur when the effective volume, \( v \), of the chains is increased due to the penetration of organic molecules such as low MW alcanes into the chain regions.

Both the above effects lead to larger vesicles and ultimately to inverted structures. In the case of microemulsions (surfactant/water/oil mixtures), they lead to larger ‘oil-in-water’ droplets and ultimately to inverted ‘water-in-oil’ droplets.

(iii) Effects of temperature \( T \). Changing the temperature can alter both \( a_0 \) and \( l_c \) so that these effects are more subtle and generally less well understood. For double-chained lipids in the fluid state (\( T > T_c \)), increasing \( T \) increases the hydrocarbon chain motion involving trans-gauche isomerization and thereby reduces their limiting length \( l_c \). If the headgroup area \( a_0 \) does not change significantly, as occurs for charged headgroups, the net effect is an increase in \( v/a_0 l_c \). However, changing \( T \) can also change \( a_0 \). For example, the areas of polyoxyethylene headgroups decrease with increasing \( T \) due to their increased hydrophobicity (Puvvada and Blankstein, 1990), and this acts to enhance the increase in \( v/a_0 l_c \). But the areas of more hydrophilic headgroups usually increase with \( T \) due to the increased steric repulsion between them, and this acts to decrease \( v/a_0 l_c \). Thus, with increasing temperature non-ionic spherical micelles grow in size and become more cylindrical (Kato and Seimiya, 1986; Herrington and Sahi, 1988), while charged micelles shrink (Misset et al., 1980). Zwitterionic micelles appear to behave somewhere between, and their aggregation number hardly changes with temperature (Malliaris et al., 1985).

(iv) Lipid mixtures. When an aggregate is composed of a lipid mixture, so long as the different molecules mix ideally and do not phase-separate, the
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(i) Factors affecting headgroup area. Lipids with smaller headgroup areas (high \( v/a_0 l_c \)) form larger vesicles, less-curved bilayers, or inverted micellar phases. For anionic headgroups, this can be brought about by increasing the salt concentration, particularly \( \text{Ca}^{2+} \), or lowering the pH. This also has the effect of straightening (condensing) the chains.

(ii) Factors affecting chain packing. Introducing chain branching and unsaturation, particularly of cis double bonds, reduces \( l_c \) and thus increases \( v/a_0 l_c \). Similar effects occur when the effective volume, \( v_c \), of the chains is increased due to the penetration of organic molecules such as low MW alkanes into the chain regions.

Both the above effects lead to larger vesicles and ultimately to inverted structures. In the case of microemulsions (surfactant/water/oil mixtures), they lead to larger ‘oil-in-water’ droplets and ultimately to inverted ‘water-in-oil’ droplets.

(iii) Effects of temperature \( T \). Changing the temperature can alter both \( a_0 \) and \( l_c \), so that these effects are more subtle and generally less well understood. For double-chained lipids in the fluid state \( (T > T_c) \), increasing \( T \) increases the hydrocarbon chain motion involving trans-gauche isomerization and thereby reduces their limiting length \( l_c \). If the headgroup area \( a_0 \) does not change significantly, as occurs for charged headgroups, the net effect is an increase in \( v/a_0 l_c \). However, changing \( T \) can also change \( a_0 \). For example, the areas of polyoxyethylene headgroups decrease with increasing \( T \) due to their increased hydrophobicity (Puvvada and Blanckstein, 1990), and this acts to enhance the increase in \( v/a_0 l_c \). But the areas of more hydrophilic headgroups usually increase with \( T \) due to the increased steric repulsion between them, and this acts to decrease \( v/a_0 l_c \). Thus, with increasing temperature non-ionic spherical micelles grow in size and become more cylindrical (Kato and Seimiya, 1986; Herrington and Sahi, 1988), while charged micelles shrink (Misset et al., 1980). Zwitterionic micelles appear to behave somewhere in between, and their aggregation number hardly changes with temperature (Malliaris et al., 1985).

(iv) Lipid mixtures. When an aggregate is composed of a lipid mixture, so long as the different molecules mix ideally and do not phase-separate, the

### Table 17.2 Mean (dynamic) packing shapes of lipids and the structures they form

<table>
<thead>
<tr>
<th>Lipid</th>
<th>Critical packing parameter ( v/a_0 l_c )</th>
<th>Critical packing shape</th>
<th>Structures formed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-chained lipids (surfactants) with large head-group areas:</td>
<td>Cone</td>
<td>Spherical micelles</td>
<td></td>
</tr>
<tr>
<td>SDS in low salt</td>
<td>( &lt; 1/3 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-chained lipids with small head-group areas:</td>
<td>Truncated cone</td>
<td>Cylindrical micelles</td>
<td></td>
</tr>
<tr>
<td>SDS and CTAB in high salt, nonionic lipids</td>
<td>1/3-1/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Double-chained lipids with large head-group areas, fluid chains:</td>
<td>Truncated cone</td>
<td>Flexible bilayers, vesicles</td>
<td></td>
</tr>
<tr>
<td>Phosphatidylcholine (lecithin), phosphatidylserine, phosphatidylglycerol, phosphatidylinositol, phosphatidic acid, sphingomyelin, DGDG, dihexadecyl phosphatide, dialkyl dimethyl ammonium salts</td>
<td>1/2-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Double-chained lipids with small head-group areas, anionic lipids in high salt, saturated chains:</td>
<td>Cylinder</td>
<td>Planar bilayers</td>
<td></td>
</tr>
<tr>
<td>Phosphatidyl ethanolamine, phosphatidyl serine + Ca&lt;sup&gt;2+&lt;/sup&gt;</td>
<td>( \sim 1 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Double-chained lipids with small head-group areas, nonionic lipids, poly (co) unsaturated chains, high ( T ):</td>
<td>Inverted truncated cone or wedge</td>
<td>Inverted micelles</td>
<td></td>
</tr>
<tr>
<td>un saturated chains, high ( T ):</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>phosphatidyl ethanolamine, cardiolipin + Ca&lt;sup&gt;2+&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>phosphatidic acid + Ca&lt;sup&gt;2+&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cholesterol, MGDG&lt;sup&gt;1&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* DGDG, diglactosyl diglyceride, diglucosyl diglyceride.

<sup>1</sup> MGDG, monogalactosyl diglyceride, monoglucosyl diglyceride.
aggregate properties may be treated, in a first approximation, in terms of some mean packing parameter intermediate between those of the individual components (Carnie et al., 1979). The sizes of vesicles may thus be conveniently increased or decreased by adding an appropriate amount of another component whose packing parameter is larger or smaller than that of the host lipid. In the case of microemulsion droplets, their sizes are often modulated in this way by adding a 'cosurfactant'. In other cases, totally new structures may be obtained by a suitable choice of lipid additive. For example, micelle-forming lysolecithin (v/a, l < 0.5) and non-aggregate forming cholesterol (v/a, l > 1.0) mix in certain proportions to form bilayer vesicles (0.5 < v/a, l < 1.0).

The above effects of headgroup size, ionic strength, unsaturation, and temperature are illustrated in Table 17.2 for dilute lipid structures in aqueous solutions. It is worth noting that micelles, bilayers and other self-assembling structures also form in other hydrogen-bonding liquids, such as ethylene glycol, formamide and hydrazine (N, H, H), but their properties have not been as extensively studied. The main requirement for the solvent appears to be that it have a high interfacial energy with hydrocarbons (see Table 15.1).

17.9 CURVATURE ELASTICITY OF BILAYERS AND MEMBRANES

The above treatment offers a rough and ready recipe for analysing the packing properties of lipid structures, but it is nevertheless incomplete. The only restriction we have so far considered is that the fluid chains cannot extend away from the headgroup further than a certain distance l. This leads to an increased energy only for radii below R, but for R > R there is no curvature dependence because the lipid molecules can now arrange themselves with their areas at the optimal value. However, due to our simplifying assumptions we have missed two other contributions to the energy, which will now be investigated.

(i) Headgroup repulsion. The attractive and repulsive interfacial forces that determine a and u in Eq. (17.3) were both assumed to act in the same plane, at the hydrocarbon–water interface, at which the surface area per molecule has been defined. This is likely to be true for the attractive interfacial tension force but not for the headgroup repulsive forces, which are likely to be centred at some finite distance D above the interface as shown in Figs 17.1 and 17.4.

(ii) Chain repulsion. It was assumed that hydrocarbon chains are entirely fluid and do not oppose any distortion until they become forced to extend beyond l. In other words, it was assumed that there is no curvature dependence of u due to the non-fluidity of chains. Gruen and de Lacey (1984), inspired by the earlier theory of Marcella (1974), analysed the energetics of chain packing in both micelles and bilayers and found that the assumption of fluidity in bilayers is much less valid than it is in micelles. They concluded that l ≈ l_{max} in spherical and cylindrical micelles, but that l < l_{max} in bilayers (cf. the assumed value of l ≈ 1.75 nm ≈ 0.75 l_{max} for egg lecithin vesicles in Section 17.7). Further, the restriction of chain freedom in bilayers gives rise to an additional lateral chain pressure acting inside the hydrocarbon region, i.e., at some negative distance −D from the hydrocarbon–water interface (Fig. 17.4).

It can be shown that both the above effects result in an additional curvature dependence of u on R. For bilayers this has the form

\[ \Delta E = -2\gamma D/R^2 = \frac{1}{2} k_b/R^2 \]  

where \( \gamma \) is the bilayer thickness and D the distance out from the hydrocarbon–water interface where the repulsive forces are centred (Figs 17.1 and 17.4). By expressing the curvature or bending energy as \( \frac{1}{2} k_b/R^2 \) we adopt a convention where \( k_b \) is, by definition, the bending modulus of an elastic sheet. Using typical bilayer parameters such as \( \gamma = 20 \text{ mJ m}^{-2}, t = 3.0 \text{ nm} \) and \( D = 0.3 \text{ nm} \), we obtain \( k_b = 5 \times 10^{-20} \text{ J} \). This is within the range of (positive) values measured for fluid bilayers: \( (2-20) \times 10^{-20} \text{ J} \) (Evans and Rawicz, 1990; Marsh, 1990; Abilow and Perez, 1990). However, surfactant monolayers, as occur at oil–water interfaces, appear to have much lower bending moduli, of the order of \( 5 \times 10^{-21} \text{ J} \) (Safinya et al., 1986).

Note that depending on where the repulsive and attractive forces are located, \( k_b \) can be positive or negative. In case (i) above, when the headgroup repulsion dominates, \( D \) is positive so that \( k_b \) is negative. Thus, headgroup repulsion favours bending right from the start. In case (ii) where the chain repulsion dominates, \( D \) is negative and \( k_b \) is therefore positive. Thus, chain repulsion acts to oppose bending. Let us consider these two cases in more detail (see also Israelachvili et al., 1976, 1980a, 1987c).

Positive curvature modulus \( (k_b > 0) \)

The interaction energy per vesicle of large radius \( R > R_s \) and aggregation number \( N \) now becomes

\[ N\mu_0^0 = N\mu_0^0 + (\frac{1}{2} k_b/R^2)4\pi R^2 = N\mu_0^0 + 2\pi k_b \]  

(17.19)
aggregate properties may be treated, in a first approximation, in terms of some mean packing parameter intermediate between those of the individual components (Carnie et al., 1979). The sizes of vesicles may thus be conveniently increased or decreased by adding an appropriate amount of another component whose packing parameter is larger or smaller than that of the host lipid. In the case of microemulsion droplets, their sizes are often modulated in this way by adding a ‘cosurfactant’. In other cases, totally new structures may be obtained by a suitable choice of lipid additive. For example, micelle-forming lyssolecithin ($v/a_0 l_v < 0.5$) and non-aggregating forming cholesterol ($v/a_0 l_v > 1.0$) mix in certain proportions to form bilayer vesicles ($0.5 < v/a_0 l_v < 1.0$).

The above effects of headgroup size, ionic strength, unsaturation, and temperature are illustrated in Table 7.2 for dilute lipid structures in aqueous solutions. It is worth noting that micelles, bilayers and other self-assembling structures also form in other hydrogen-bonding liquids, such as ethylene glycol, formamide and hydrazine (N$_2$H$_4$), but their properties have not been as extensively studied. The main requirement for the solvent to appear to be that it have a high interfacial energy with hydrocarbons (see Table 15.1).

17.9 Curvature Elasticity of Bilayers and Membranes

The above treatment offers a rough and ready recipe for analysing the packing properties of lipid structures, but it is nevertheless incomplete. The only restriction we have so far considered is that the fluid chains cannot extend away from the headgroup further than a certain distance $l_v$. This leads to an increased energy only for radii below $R_v$, but for $R > R_v$ there is no curvature dependence because the lipid molecules can now arrange themselves with their areas at the optimal value. However, due to our simplifying assumptions we have missed two other contributions to the energy, which will now be investigated.

(i) Headgroup repulsion. The attractive and repulsive interfacial forces that determine $a_0$ and $\mu_0^v$ in Eq. (17.3) were both assumed to act in the same plane, at the hydrocarbon–water interface, at which the surface area per molecule has been defined. This is likely to be true for the attractive interfacial tension force but not for the headgroup repulsive forces, which are likely to be centred at some finite distance $D$ above the interface as shown in Figs 17.1 and 17.4.

(ii) Chain repulsion. It was assumed that hydrocarbon chains are entirely fluid and do not oppose any distortion until they become forced to extend beyond $l_v$. In other words, it was assumed that there is no curvature dependence of $\mu_0^v$ due to the non-fluidity of chains. Gruen and de Lacey (1984), inspired by the earlier theory of Marcelja (1974), analysed the energetics of chain packing in both micelles and bilayers and found that the assumption of fluidity in bilayers is much less valid than it is in micelles. They concluded that $l_v \approx l_{\text{max}}$ in spherical and cylindrical micelles, but that $l_v \approx 0.7 l_{\text{max}}$ in bilayers (cf. the assumed value of $l_v \approx 1.75 \text{~nm} \approx 0.75 l_{\text{max}}$ for egg lecithin vesicles in Section 17.7). Further, the restriction of chain freedom in bilayers gives rise to an additional lateral chain pressure acting inside the hydrocarbon region, i.e., at some negative distance $-D$ from the hydrocarbon–water interface (Fig. 17.4).

It can be shown that both the above effects result in an additional curvature dependence of $\mu_0^v$ on $R$. For bilayers this has the form

$$\Delta E = -2\gamma_tD/R^2 = \frac{1}{2}k_b/R^2 \text{ per unit area,} \quad (17.18)$$

where $t$ is the bilayer thickness and $D$ the distance out from the hydrocarbon–water interface where the repulsive forces are centred (Figs 17.1 and 17.4). By expressing the curvature or bending energy as $\frac{1}{2}k_b/R^2$ we adopt a convention where $k_b$ is, by definition, the bending modulus of an elastic sheet.

Using typical bilayer parameters such as $\gamma = 20 \text{ mJ m}^{-2}$, $t = 3.0 \text{ nm}$ and $D = \pm 0.3 \text{ nm}$, we obtain $k_b = \pm 4\gamma_tD \approx \pm 7 \times 10^{-20} \text{ J}$. This is within the range of (positive) values measured for fluid bilayers: $(2-20) \times 10^{-20} \text{ J}$ (Evans and Rawicz, 1990; Marsh, 1990; Abilgon and Perez, 1990). However, surfactant monolayers, as occur at oil–water interfaces, appear to have much lower bending moduli, of the order of $5 \times 10^{-21} \text{ J}$ (Safinya et al., 1986).

Note that depending on where the repulsive and attractive forces are located, $k_b$ can be positive or negative. In case (i) above, when the headgroup repulsion dominates, $D$ is positive so that $k_b$ is negative. Thus, headgroup repulsion favours bending right from the start. In case (ii) where the chain repulsion dominates, $D$ is negative and $k_b$ is therefore positive. Thus, chain repulsion acts to oppose bending. Let us consider these two cases in more detail (see also Israelachvili et al., 1976, 1980a, 1987c).

Positive curvature modulus ($k_b > 0$)

The interaction energy per vesicle of large radius $R$ ($R > R_v$) and aggregation number $N$ now becomes

$$N\mu_0^v = N\mu_0^v + (\frac{1}{2}k_b/R^2)4\pi R^2 = N\mu_0^v + 2\pi k_b \quad (17.19)$$
and thus
\[ \mu_N^0 = \mu_0^0 + 2\pi k_b a/N \]

(17.20)

which is the same as Eq. (16.6) with \( a = 2\pi k_b a/kT \). Thus, if \( C \) is the total lipid concentration (in mol dm\(^{-3}\)·55.5), the mean aggregation number \( M \) of elastic bilayer vesicles will be given by Eq. (16.23) as

\[ M = \sqrt{Ce^a} = e^{2L/kT} \sqrt{C} \]

(17.21)

and the number density of vesicles will decay exponentially with their aggregation number, \( N \), according to Eq. (16.25):

\[ X_N/N = \text{Const.} \ e^{-N/M}. \]

(17.22)

Thus, for typical dilute lipid concentrations of \( C = 10^{-4} \) mol dm\(^{-3}\) and below, we see that if \( k_b > 2 \times 10^{-20} \) J, vesicles will be large (\( M > 10^5 \)) and polydisperse, and their mean size will increase with the total lipid concentration (according to \( R \propto C^{1/4} \)). But if \( k_b < 2 \times 10^{-20} \) J, the bending modulus is too low to have any significant effect, and vesicle populations will now be small and monodisperse, with a mean radius \( R \approx R_c \) determined by the critical packing parameter (Fig. 17.5).

Eventually, at high enough concentrations, large vesicles must always transform into extended bilayers, either because of space requirements or because of the attractive forces between them, as discussed in Section 16.8.

**Negative curvature modulus \((k_b < 0)\)**

A negative elasticity favours bending of a bilayer right from the start and leads to smaller vesicles than expected from simple packing considerations. The effect is enhanced for large repulsive headgroups, as well as for shorter hydrocarbon chains. Thus, below a certain chain length no stable vesicles should form; instead cylindrical or spherical micelles become the preferred structures as occurs for double-chained lecithins with 12 or fewer carbons per chain.

The above analysis should apply to any spherical structure in solution bounded by an elastic bilayer, monolayer or membrane, for example, microemulsion droplets. Figure 17.5 shows how the molecular interaction energy and size distribution of a vesicle population depends on the relative magnitudes of the bending modulus and molecular packing.

The simple 'packing model' developed so far takes us about as far as one can go without resorting to much more sophisticated theoretical methods in which the various intermolecular and interaggregate interactions are treated to a full statistical thermodynamic analysis or a computer simulation. These have recently been extended from looking at small micelles (Jönsson and Wennerström, 1981; Gruen, 1985; Solez et al., 1985, 1986; Jokela et al., 1987; Blankstein et al., 1986) to looking at bilayers (Leermakers and Scheutjens, 1988; Egberts and Berendsen, 1988; Cecc and Marsh, 1987; De Loof et al., 1991) including interbilayer interactions (Granfeldt and Miklavic, 1991) and even more complex self-assembling structures and biological membranes (Pastor, 1990).

**17.10 Biological membranes**

Membranes are the most common cellular structures in both animals and plants (Fig. 17.6) where they are involved in almost all aspects of cellular
and thus

$$\mu^0_N = \mu^0_\infty + 2\pi k_b / N$$  \hspace{1cm} (17.20)

which is the same as Eq. (16.6) with \( a = 2\pi k_b / kT \). Thus, if \( C \) is the total lipid concentration (in mol dm\(^{-3}\) / 55.5), the mean aggregation number \( M \) of elastic bilayer vesicles will be given by Eq. (16.23) as

$$M = \sqrt{Ce^a} = e^{\pi k_b / kT} \sqrt{C}$$  \hspace{1cm} (17.21)

and the number density of vesicles will decay exponentially with their aggregation number, \( N \), according to Eq. (16.25):

$$\text{vesicle distribution } X_N / N = \text{Const.} e^{-N/M}.$$  \hspace{1cm} (17.22)

Thus, for typical dilute lipid concentrations of \( C = 10^{-4} \) mol dm\(^{-3}\) and below, we see that if \( k_b > 2 \times 10^{-20} \) J, vesicles will be large (\( M > 10000 \)) and polydisperse, and their mean size will increase with the total lipid concentration (according to \( R \propto C^{1/4} \)). But if \( k_b < 2 \times 10^{-20} \) J, the bending modulus is too low to have any significant effect, and vesicle populations will now be small and monodisperse, with a mean radius \( R \approx R_c \) determined by the critical packing parameter (Fig. 17.5).

Eventually, at high enough concentrations, large vesicles must always transform into extended bilayers, either because of space requirements or because of the attractive forces between them, as discussed in Section 16.8.

**Negative curvature modulus \((k_b < 0)\)**

A negative elasticity favours bending of a bilayer right from the start and leads to smaller vesicles than expected from simple packing considerations. The effect is enhanced for large repulsive headgroups, as well as for shorter hydrocarbon chains. Thus, below a certain chain length no stable vesicles should form; instead cylindrical or spherical micelles become the preferred structures as occurs for double-chained lecithins with 12 or fewer carbons per chain.

The above analysis should apply to any spherical structure in solution bounded by an elastic bilayer, monolayer or membrane, for example, microemulsion droplets. Figure 17.5 shows how the molecular interaction energy and size distribution of a vesicle population depends on the relative magnitudes of the bending modulus and molecular packing.

The simple 'packing model' developed so far takes us about as far as one can go without resorting to much more sophisticated theoretical methods in which the various intermolecular and interaggregate interactions are treated to a full statistical thermodynamic analysis or a computer simulation. These have recently been extended from looking at small micelles (Jönsson and Wennerström, 1981; Grun, 1985; Soleier et al., 1985, 1986; Jokela et al., 1987; Blanckstein et al., 1986) to looking at bilayers (Leermakers and Scheutjens, 1988; Egberts and Berendsen, 1988; Cevc and Marsh, 1987; De Loof et al., 1991) including interbilayer interactions (Granfeldt and Miklavc, 1991) and even more complex self-assembling structures and biological membranes (Pastor, 1990).

### 17.10 BIOTECHNICAL MEMBRANES

Membranes are the most common cellular structures in both animals and plants (Fig. 17.6) where they are involved in almost all aspects of cellular
activity ranging from simple mechanical functions such as motility, food entrapment and transport to highly specific biochemical processes such as energy transduction, immunological recognition, nerve conduction and biosynthesis (for general books on biomembranes see Bittar, 1980; Harrison and Luat, 1980; Jain, 1988). Biological membranes are very complex and varied. They commonly contain 50 or more different proteins and a host of phospholipids and glycolipids with various headgroups, numbers of chains, chain lengths and degrees of unsaturation, as well as steroids (e.g., cholesterol) and other amphiphilic molecules. Yet in spite of their complexity there are many aspects of membrane structure that may be qualitatively understood in terms of the concepts we have already outlined, and it is best to start with a consideration of membrane lipids.

Most biological membrane lipids are double-chained phospholipids or glycolipids, with 16 to 18 carbons per chain, one of which is unsaturated or branched (see Table 16.1). These properties are not accidental but carefully designed by nature to ensure

(i) that biological lipids will self-assemble into thin bilayer membranes that can compartmentalize different regions within a cell as well as protect the inside of the cell from the outside;
(ii) that because of their extremely low CMC the membranes remain intact even when the bathing medium is grossly depleted of lipids; and
(iii) that because of the unsaturation or branching the membranes are in the fluid state at physiological temperatures.

For example, as shown in Table 17.1, the chain melting temperatures \( T_m \) of saturated di-C\(_{18} \) phospholipids are well above room temperature, whereas the unsaturated lipids have their \( T_m \) below 0°C. As a consequence of this fluidity most biological membranes can easily deform and bend until limited by packing constraints. Fluid membranes also allow various solute molecules to pass through them and protein molecules to diffuse along them.

A further important aspect of lipid chain fluidity is that different lipid types can pack together, that is, mutually accommodate each other as well as other molecules, while remaining within a planar or curved bilayer configuration. In addition, the curvature can be regulated by altering the ratio of its constituent lipids. For example, addition of cone-shaped lipids such as lysolecithin (Table 17.2) to lecithin vesicles results in smaller vesicles since a mixture of such lipids can pack into more highly curved bilayers. Actually, only small amounts of single-chained lysolipids can be incorporated into bilayers or biological membranes before they break up (become solubilized) into small vesicles or micelles.

On the other hand, addition of wedge-shaped lipids such as phosphatidylylethanolamine and cholesterol increases the radius of bilayers, straightens the hydrocarbon chains and in general reduces the fluidity (thereby causing the 'hardening') of membranes. Again, only a limited amount of cholesterol and phosphatidylylethanolamine can be incorporated into bilayers before the bilayer structure is destroyed, at the point where the fluid lipids can no longer accommodate these wedge-shaped lipids. It is probably for this reason that natural biological membranes never contain high amounts of both cholesterol and phosphatidylylethanolamine (the two most common wedge-shaped lipids in animal membranes). As might be expected, cholesterol and lysolecithin—neither of which can form a stable bilayer by itself—can combine in certain
activity ranging from simple mechanical functions such as motility, food entrapment and transport to highly specific biochemical processes such as energy transduction, immunological recognition, nerve conduction and biosynthesis (for general books on biomembranes see Bittar, 1980; Harrison and Luat, 1980; Jain, 1988). Biological membranes are very complex and varied. They commonly contain 50 or more different proteins and a host of phospholipids and glycolipids with various headgroups, numbers of chains, chain lengths and degrees of unsaturation, as well as steroids (e.g., cholesterol) and other amphiphilic molecules. Yet in spite of their complexity there are many aspects of membrane structure that may be qualitatively understood in terms of the concepts we have already outlined, and it is best to start with a consideration of membrane lipids.

**17.11 Membrane lipids**

Most biological membrane lipids are double-chained phospholipids or glycolipids, with 16 to 18 carbons per chain, one of which is unsaturated or branched (see Table 16.1). These properties are not accidental but carefully designed by nature to ensure

(i) that biological lipids will self-assemble into thin bilayer membranes that can compartmentalize different regions within a cell as well as protect the inside of the cell from the outside;

(ii) that because of their extremely low CMC the membranes remain intact even when the bathing medium is grossly depleted of lipids; and

(iii) that because of the unsaturation or branching the membranes are in the fluid state at physiological temperatures.

For example, as shown in Table 17.1, the chain melting temperatures $T_c$ of saturated di-C$_{18}$ phospholipids are well above room temperature, whereas the unsaturated lipids have their $T_c$ below 0°C. As a consequence of this fluidity most biological membranes can easily deform and bend until limited by packing constraints. Fluid membranes also allow various solute molecules to pass through them and protein molecules to diffuse along them.

A further important aspect of lipid chain fluidity is that different lipid types can pack together, that is, mutually accommodate each other as well as other molecules, while remaining within a planar or curved bilayer configuration. In addition, the curvature can be regulated by altering the ratio of its constituent lipids. For example, addition of cone-shaped lipids such as lysolecithin (Table 17.2) to lecithin vesicles results in smaller vesicles since a mixture of such lipids can pack into more highly curved bilayers. Actually, only small amounts of single-chained lysolecithins can be incorporated into bilayers or biological membranes before they break up (become solubilized) into small vesicles or micelles.

On the other hand, addition of wedge-shaped lipids such as phosphatidyl-ethanolamine and cholesterol increases the radius of bilayers, straightens the hydrocarbon chains and in general reduces the fluidity (thereby causing the 'hardening') of membranes. Again, only a limited amount of cholesterol and phosphatidylethanolamine can be incorporated into bilayers before the bilayer structure is destroyed, at the point where the fluid lipids can no longer accommodate these wedge-shaped lipids. It is probably for this reason that natural biological membranes never contain high amounts of both cholesterol and phosphatidylethanolamine (the two most common wedge-shaped lipids in animal membranes). As might be expected, cholesterol and lysolecithin—neither of which can form a stable bilayer by itself—can combine in certain
proportions to form bilayers. These and other physical properties of mixed lipid bilayers, vesicles, and biological membranes have been discussed by Carnie et al. (1979), Murphy (1982), and Kaler et al. (1989).

It is instructive to note that the most common lipids in animal cells are the two phospholipids phosphatidylcholine (PC) and phosphatidylethanolamine (PE), while in plant cells they are the glycolipids digalactosyl diglyceride (DGDG) and monogalactosyl diglyceride (MGDG). In each case the first lipid packs as a truncated cone \( \nu/a_0 \ell_1 < 1 \) while the second packs as a wedge \( \nu/a_0 \ell_1 > 1 \). Thus, depending on the ratio of these lipid types in a bilayer, they can pack together into planar bilayers (Fig. 17.7a) or into bilayers of varying curvature and flexibility, a facility that is made use of by the lipid synthesis machinery of cells (Section 17.12). It is also worth noting that each of these four lipids has an uncharged headgroup. Their headgroup interactions are therefore due entirely to steric hydration forces that are fairly insensitive to changes in the ionic environment of the cytoplasm. The invariant packing properties of PC, PE, DGDG and MGDG make these lipids the ideal structural building blocks for stable membrane organization.

Fig. 17.7. (a) Mixture of two different lipids packing together within a planar membrane. The shaded lipids are cone-shaped \( \nu/a_0 \ell_1 < 1 \); the white lipids are wedge-shaped \( \nu/a_0 \ell_1 > 1 \). (b) Packing constraints induced in the hydrocarbon chain regions of lipids around a protein molecule, which may be relaxed when proteins aggregate, as shown in (c).

17.12 Membrane Proteins and Membrane Structure

Membrane proteins are long-chained polypeptide polymers consisting of a long string of amino acid residues. The particular sequence of residues determines the primary structure of a protein, and the total molecular weight can reach 500,000. Compared to membrane lipids, membrane proteins are structurally rigid. The chains fold into cylindrical \( \alpha \)-helical segments or \( \beta \)-pleated sheets (the secondary structure of proteins), which then self-organize into a globule (the tertiary structure). Soluble proteins have a totally hydrophilic surface, whereas membrane-associated proteins are usually amphiphilic with their surface exposing both hydrophobic and hydrophilic regions (Capaldi, 1982). If the geometry is right, such proteins can be incorporated into a lipid bilayer where the hydrophobic region spans the bilayer and where the hydrophilic residues are exposed to the aqueous phase on one or both sides of the membrane (Fig. 17.7b).

When proteins are incorporated into a lipid bilayer in the fluid state they usually induce stresses on the lipids in their vicinity. Such perturbed lipids are known as boundary lipids. Stresses arise if the hydrophobic regions of the protein and bilayer have different lengths, for then the lipids become stretched or compressed in order to accommodate the protein. This results in a shift of the lipid headgroup area from the optimal value. Such packing stresses around a protein usually involve more than one lipid layer, as illustrated in Fig. 17.7b. Additional lipid-protein interactions include any specific electrostatic or hydrogen-bonding interactions between the hydrophilic headgroups and the exposed amino acid residues of the proteins. Such lipid-protein interactions often result in a preferential clustering of specific lipids around a protein—the favoured lipids being those that can be packed most easily around the protein or specifically interact with it. For a review of lipid-protein interactions in membranes, see Benga and Holmes (1984).

We now turn to consider the forces between proteins within a fluid membrane. In principle, this two-dimensional system can be treated in the same way as a three-dimensional system, and we saw in Chapters 2 and 6 that a 2-D van der Waals equation of state can be used to analyse phase transitions in monolayers and membranes. In biomembranes, however, the forces between the proteins are more complex than the simple attractive van der Waals-dispersion interaction discussed earlier. Both attractive and repulsive forces can now occur between various membrane components. Repulsive forces arise between proteins if they have a strong affinity for the lipids, for example, via ionic bonds. Attractive forces arise if the proteins can bind to each other, e.g., via \( \text{Ca}^{2+} \) or molecular bridges, or if the protein-lipid packing mismatch is too great. In the latter case, the stresses on the lipids
Membrane proteins are long-chained polypeptide polymers consisting of a long string of amino acid residues. The particular sequence of residues determines the primary structure of a protein, and the total molecular weight can reach 500,000. Compared to membrane lipids, membrane proteins are structurally rigid. The chains fold into cylindrical α-helical segments or β-pleated sheets (the secondary structure of proteins), which then self-organize into a globule (the tertiary structure). Soluble proteins have a totally hydrophilic surface, whereas membrane-associated proteins are usually amphiphilic with their surface exposing both hydrophobic and hydrophilic regions (Capaldi, 1982). If the geometry is right, such proteins can be incorporated into a lipid bilayer where the hydrophobic region spans the bilayer and where the hydrophilic residues are exposed to the aqueous phase on one or both sides of the membrane (Fig. 17.7b).

When proteins are incorporated into a lipid bilayer in the fluid state they usually induce stresses on the lipids in their vicinity. Such perturbed lipids are known as boundary lipids. Stresses arise if the hydrophobic regions of the protein and bilayer have different lengths, for then the lipids become stretched or compressed in order to accommodate the protein. This results in a shift of the lipid headgroup area from the optimal value. Such packing stresses around a protein usually involve more than one lipid layer, as illustrated in Fig. 17.7b. Additional lipid–protein interactions include any specific electrostatic or hydrogen-bonding interactions between the hydrophilic headgroups and the exposed amino acid residues of the protein. Such lipid–protein interactions often result in a preferential clustering of specific lipids around a protein—the favoured lipids being those that can be packed most easily around the protein or specifically interact with it. For a review of lipid–protein interactions in membranes, see Benga and Holmes (1984).

We now turn to consider the forces between proteins within a fluid membrane. In principle, this two-dimensional system can be treated in the same way as a three-dimensional system, and we saw in Chapters 2 and 6 that a 2-D van der Waals equation of state can be used to analyse phase transitions in monolayers and membranes. In biomembranes, however, the forces between the proteins are more complex than the simple attractive van der Waals–dispersion interaction discussed earlier. Both attractive and repulsive forces can now occur between various membrane components. Repulsive forces arise between proteins if they have a strong affinity for the lipids, for example, via ionic bonds. Attractive forces arise if the proteins can bind to each other, e.g., via Ca$^{2+}$ or molecular bridges, or if the protein–lipid packing mismatch is too great. In the latter case, the stresses on the lipids
A biological membrane is a dynamic structure. Both the lipids and the proteins move about readily in the plane of the membrane (greater and 10). However, transmembrane domains and local clustering of proteins may be restricted by the proteins themselves (Slater et al., 1969). Thus, the composition of the membrane is not the same on both sides of the membrane (slow). As may be inferred from the results of the experiments, the layer of the lipids and proteins incorporated into the membrane may be different from the orientation of the lipids and proteins incorporated into the membrane.
Fig. 17.8. Schematic figure of a biological membrane. The lipid contents of different membranes vary from as little as 25% to up to 80% by weight. At highly curved regions, the outer convex face contains mainly cone-shaped lipids, while the inner concave face has more wedge-shaped lipids. Note how stress regions may adopt locally non-bilayer structures, as illustrated in more detail in Fig. 17.9.

Fig. 17.9. Mean packing conformations of mixed lipid and lipid-protein membranes, showing how local packing stresses may cause clustering of specific lipids and/or non-bilayer shapes (shaded lipid regions). All the figures have been drawn to scale. Note the relatively large size of the cytochrome oxidase protein molecule which protrudes greatly from the bilayer. (From Israelachvili et al., 1980a.)

may be relieved if the proteins aggregate, as illustrated in Fig. 17.7c. As examples of this phenomenon, it has been found that the state of aggregation of rhodopsin and bacteriorhodopsin incorporated into phospholipid bilayers can be altered by varying the lipid chain length (Chen and Hubbell, 1973; Lewis and Engelman, 1983a), and the organization of photosynthetic membrane proteins has also been found to depend on lipid composition (Siegel et al., 1981).

A biological membrane is a dynamic structure. Both the lipids and the proteins move about rapidly in the plane of the membrane (Singer and Nicholson, 1972). However, heterogeneous domains and local clustering of lipids and proteins also occur (Figs 17.8 and 17.9), and these are important for the normal functioning of the membrane and its components. How does a cell maintain and regulate the structural integrity of its membranes? The main criterion for membrane stability appears to be that the heterogeneous lipid mixture should be able to self-assemble into bilayers, even though individual species, e.g., cholesterol, may not (Rifors et al., 1984). Thus, many organisms change their lipid composition in response to a change in ambient temperature, for example, synthesizing more unsaturated lipids at lower
temperatures. This ensures the stability of the bilayer structure since the higher packing parameter (higher \( v/a_{0}l_{c} \)) of unsaturated lipids offsets the lowering of \( v/a_{0}l_{c} \) at lower temperatures (cf. Table 17.2). Likewise, Wieslander \textit{et al.} (1980) showed that the \textit{in vivo} response of the bacterium \textit{Acholeplasma laidlawii} to external stimuli, such as temperature changes and incorporation of fatty acids and cholesterol, is such that the cell synthesizes just those lipids that will compensate for these stimuli so as to maintain packing compatibility within the membrane, for example, synthesizing more DGDG (\( v/a_{0}l_{c} < 1 \)) and less MGDG (\( v/a_{0}l_{c} > 1 \)) after cholesterol (for which \( v/a_{0}l_{c} > 1 \)) is introduced.

These examples illustrate the manner in which cells control their membrane structure. They do not do this by a crude mechanical pushing and pulling of components. The cell synthesizes the appropriate lipids and proteins and then leaves them to do their job.

**PROBLEMS AND DISCUSSION TOPICS**

### 17.1 With the help of Table 16.2 and other literature sources, give possible explanations for the following:

(i) The CMCs of surfactants are higher than the solubilities of the corresponding alkanes with the same number of carbon atoms.

(ii) The CMC increment per CH\(_{2}\) is greater for single-chained than for double-chained surfactants.

(iii) The smaller the bare ion size of the counterion the larger is its effect on lowering the CMC.

(iv) Co-ions have almost no effect on the CMC.

(v) The CMC increment per CH\(_{2}\) group is greater for non-ionic than for ionic and zwitterionic surfactants.

(vi) Addition of salt to an ionic micelle decreases the CMC and increases the CMC increment per CH\(_{2}\) group to the value for non-ionic micelles.

(vii) The CMC often decreases then increases with temperature.

(viii) Chain \textit{branching} does not have as strong an effect on the CMC as chain \textit{unsaturation}, which significantly lowers the CMC.

(*Hint*: think of how electrostatic, steric-hydration and interchain interactions affect the headgroup area and packing parameter, \( v/a_{0}l_{c} \), and how this in turn affects micelle size, \( \mu^{2}_{0} \) and the CMC.)

### 17.2 You are God. You are dissatisfied with earth and have decided to raise its average temperature by 20°C. How would you modify the membrane lipids to make them more suitable as membrane structure regulators in their new environment? Consider such properties as chain length, degree of branching and unsaturation, type of headgroup, etc.

### 17.3 It is found that amphiphiles often associate into small micelles in hydrophobic liquids such as decane. Consider how intermolecular forces and molecular geometry (packing) contribute to this phenomenon. Make a sketch, similar to Fig. 17.1, showing how such micelles might look. How would you expect the size and structure of such micelles to be affected by the presence of small amounts of water in the liquids?

### 17.4 Two small spherical oil droplets of radius \( R \) in water coalesce into one larger droplet. If \( y \) is the interfacial free energy of the interface, obtain an expression for the net change in surface energy during this process.

If each of the original droplets also carries a net charge \( Q \) evenly spread on its surface, what is the additional electrostatic contribution to the total energy change?

If \( y = 50 \, \text{mJ m}^{-2} \) and \( Q = 100e \) calculate the critical radius above which the total energy change is negative (i.e. when the coalescence becomes energetically favourable). Assume that the dispersion is very dilute and that the solvent is pure water with no added electrolyte.

### 17.5 Describe and contrast the different mechanisms of the adsorption from solution of surfactants and of polymers.
Fig. 17.10. Two examples of 'periodic' and 'bicontinuous' membrane structures in water, where a single lipid bilayer or biomembrane folds its way through the whole of space, at the same time separating two aqueous compartments from each other. Such membranous structures occur naturally in leaves.

temperatures. This ensures the stability of the bilayer structure since the higher packing parameter (higher \( v/a_0 l_4 \)) of unsaturated lipids offsets the lowering of \( v/a_0 l_4 \) at lower temperatures (cf. Table 17.2). Likewise, Wieslander et al. (1980) showed that the in vivo response of the bacterium *Acholeplasma laidlawii* to external stimuli, such as temperature changes and incorporation of fatty acids and cholesterol, is such that the cell synthesizes just those lipids that will compensate for these stimuli so as to maintain packing compatibility within the membrane, for example, synthesizing more DGDG (\( v/a_0 l_4 < 1 \)) and less MGDG (\( v/a_0 l_4 > 1 \)) after cholesterol (for which \( v/a_0 l_4 > 1 \)) is introduced.

These examples illustrate the manner in which cells control their membrane structure. They do not do this by a crude mechanical pushing and pulling of components. The cell synthesizes the appropriate lipids and proteins and then leaves them to do their job.

**PROBLEMS AND DISCUSSION TOPICS**

17.1 With the help of Table 16.2 and other literature sources, give possible explanations for the following:

(i) The CMCs of surfactants are higher than the solubilities of the corresponding alkanes with the same number of carbon atoms.

(ii) The CMC increment per \( CH_2 \) is greater for single-chained than for double-chained surfactants.

(iii) The smaller the bare ion size of the counterion the larger is its effect on lowering the CMC.

(iv) Co-ions have almost no effect on the CMC.

(v) The CMC increment per \( CH_2 \) group is greater for non-ionic than for ionic and zwitterionic surfactants.

(vi) Addition of salt to an ionic micelle decreases the CMC and increases the CMC increment per \( CH_2 \) group to the value for non-ionic micelles.

(vii) The CMC often decreases then increases with temperature.

(viii) Chain branching does not have as strong an effect on the CMC as chain unsaturation, which significantly lowers the CMC.

(*Hint*: think of how electrostatic, steric-hydration and interchain interactions affect the headgroup area and packing parameter, \( v/a_0 l_4 \), and how this in turn affects micelle size, \( \mu_0^N \) and the CMC.)

17.2 You are God. You are dissatisfied with earth and have decided to raise its average temperature by 20°C. How would you modify the membrane lipids to make them more suitable as membrane structure regulators in their new environment? Consider such properties as chain length, degree of branching and unsaturation, type of headgroup, etc.

17.3 It is found that amphiphiles often associate into small micelles in hydrophobic liquids such as decane. Consider how intermolecular forces and molecular geometry (packing) contribute to this phenomenon. Make a sketch, similar to Fig. 17.1, showing how such micelles might look. How would you expect the size and structure of such micelles to be affected by the presence of small amounts of water in the liquids?

17.4 Two small spherical oil droplets of radius \( R \) in water coalesce into one larger droplet. If \( \gamma \) is the interfacial free energy of the interface, obtain an expression for the net change in surface energy during this process.

If each of the original droplets also carries a net charge \( Q \) evenly spread on its surface, what is the additional electrostatic contribution to the total energy change?

If \( \gamma = 50 \text{ mJ m}^{-2} \) and \( Q = 100 \text{e} \) calculate the critical radius above which the total energy change is negative (i.e. when the coalescence becomes energetically favourable). Assume that the dispersion is very dilute and that the solvent is pure water with no added electrolyte.

17.5 Describe and contrast the different mechanisms of the adsorption from solution of surfactants and of polymers.
17.6 What types of polymers and in what solvents would you expect polymers to self-assemble into aggregates, and how would these differ from surfactant aggregates such as micelles and bilayers.

17.7 Derive Eq. (17.16).

17.8 Derive Eq. (17.18).

17.9 Amphiphilic surfaces do not always have simple spherical, cylindrical or planar geometries. They can be highly convoluted, where at any point the curvature is theoretically defined by \((1/r_1 + 1/r_2)\). This can lead to interesting situations where what appears as a highly curved surface may actually have no curvature at all. The following two examples nicely illustrate this:

(i) Show that the membranous structures in Fig. 17.9 need not necessarily have a net curvature at any point on their surfaces, i.e., that they are everywhere theoretically flat.

(ii) Figures 17.8 and 17.9 show membranes containing holes. Such holes can be short-lived transient 'pores' involving only lipid molecules, or longer-lived 'channels' usually associated with a protein molecule. Transient lipid pores can provide a low-energy path for ions as well as lipids to traverse across membranes. The energetics of a lipid pore requires a careful analysis of how the molecules pack along the pore walls, whose geometry is like that of the inner surface of a doughnut or torus. Analyse and discuss whether cone-shaped or wedge-shaped lipids are more suitable for pore formation.

---

**Chapter 18**

**THE INTERACTIONS BETWEEN LIPID BILAYERS AND BIOLOGICAL MEMBRANES**

18.1 **INTRODUCTION**

In Chapters 11–14 we investigated the four main types of forces acting between surfaces in liquids: van der Waals, electrostatic, solvation (hydration) and steric forces. For a typical colloidal system of rigid particles in water, it is rare for more than two of these forces to be dominating the interaction at any one time. In contrast to this, the forces between the highly mobile amphiphilic surfaces of fluid bilayers and biological membranes can have all four operating simultaneously, as well as other—more specific—types of interactions. In addition, when two fluid-like structures such as two vesicles come together, the forces between them often cause them to change their shape. In this final chapter we shall first review these forces, starting with the two DLVO forces, and then see how they act together in regulating the morphologies and properties of complex fluid microstructures.

18.2 **ATTRACTION VAN DER WAALS FORCES**

Between two planar surfaces the van der Waals interaction energy is given by

\[ W(D) = -A/12\pi D^2 \quad \text{per unit area of surface}, \]

(18.1)

where \(A\) is the non-retarded *Hamaker constant* (Chapter 11). The van der Waals forces between amphiphilic structures are generally small for the following three reasons. First, between hydrocarbon phases across water, \(A\) is relatively small, lying in the range \(4-7 \times 10^{-21} \text{ J}\) (Section 11.5). Biological membranes may be expected to have higher values due to the presence of
17.6 What types of polymers and in what solvents would you expect polymers to self-assemble into aggregates, and how would these differ from surfactant aggregates such as micelles and bilayers.

17.7 Derive Eq. (17.16).

17.8 Derive Eq. (17.18).

17.9 Amphiphilic surfaces do not always have simple spherical, cylindrical or planar geometries. They can be highly convoluted, where at any point the curvature is theoretically defined by \( (1/r_1 + 1/r_2) \). This can lead to interesting situations where what appears as a highly curved surface may actually have no curvature at all. The following two examples nicely illustrate this:

(i) Show that the membranous structures in Fig. 17.9 need not necessarily have a net curvature at any point on their surfaces, i.e., that they are everywhere theoretically flat.

(ii) Figures 17.8 and 17.9 show membranes containing holes. Such holes can be short-lived transient 'pores' involving only lipid molecules, or longer-lived 'channels' usually associated with a protein molecule. Transient lipid pores can provide a low-energy path for ions as well as lipids to traverse across membranes. The energetics of a lipid pore requires a careful analysis of how the molecules pack along the pore walls, whose geometry is like that of the inner surface of a doughnut or torus. Analyse and discuss whether cone-shaped or wedge-shaped lipids are more suitable for pore formation.

---

**Chapter 18**

**THE INTERACTIONS BETWEEN LIPID BILAYERS AND BIOLOGICAL MEMBRANES**

18.1 **Introduction**

In Chapters 11–14 we investigated the four main types of forces acting between surfaces in liquids: van der Waals, electrostatic, solvation (hydration) and steric forces. For a typical colloidal system of rigid particles in water, it is rare for more than two of these forces to be dominating the interaction at any one time. In contrast to this, the forces between the highly mobile amphiphilic surfaces of fluid bilayers and biological membranes can have all four operating simultaneously, as well as other—more specific—types of interactions. In addition, when two fluid-like structures such as two vesicles come together, the forces between them often cause them to change their shape. In this final chapter we shall first review these forces, starting with the two DLVO forces, and then see how they act together in regulating the morphologies and properties of complex fluid microstructures.

18.2 **Attractive van der Waals forces**

Between two planar surfaces the van der Waals interaction energy is given by

\[ W(D) = -A/12\pi D^2 \]

per unit area of surface, \( (18.1) \)

where \( A \) is the non-retarded *Hamaker constant* (Chapter 11). The van der Waals forces between amphiphilic structures are generally small for the following three reasons. First, between hydrocarbon phases across water, \( A \) is relatively small, lying in the range \( 4–7 \times 10^{-21} \) J (Section 11.5). Biological membranes may be expected to have higher values due to the presence of
proteins whose refractive index is generally higher than that of fluid hydrocarbon chains: 1.55–1.60 compared to 1.42–1.48.

Second, Eq. (18.1), when applied to bilayers or membranes, is only strictly valid at separations \( D \) below about 3 nm. Above 3 nm the Hamaker constant is no longer ‘constant’ but diminishes progressively as \( D \) increases due to retardation effects and to the finite thickness of bilayers (cf. Section 11.12 and Problem 11.12), and by 10 nm the force is usually much less than half the value given by the non-retarded equation, Eq. (18.1).

Third, in the presence of electrolyte there is an additional reduction of \( A \) at finite separations due to the ionic screening of the zero-frequency contribution \( A_{\infty} = 0 \), which is now given by (Mahanty and Ninhem, 1976, p. 202):

\[
A_{\infty}(D) = A_{\infty}(0)2kD e^{-2kD}, \quad \text{for} \ kD \gg 1, \quad (18.2)
\]

where \( k \) is the Debye length and where for hydrocarbons across water \( A_{\infty}(0) = 3 \times 10^{-21} \) J (Section 11.5). Equation (18.2) is accurate to within 15\% for \( kD > 2 \). Thus, in 0.15 M NaCl solution, where \( k^{-1} = 0.8 \) nm, the zero-frequency term, which accounts for about half of the nonretarded force, has essentially disappeared by \( D = 1.5 \) nm.

Marra (1985, 1986a) measured the van der Waals force law between two bilayer surfaces composed of the uncharged sugar-headgroup lipid, MGDG. In distilled water there was an attractive force at surface separations from \( D = 4 \) nm down to the adhesive well at \( D = 1 \) nm. Both the measured force-law and adhesion energy were consistent with a van der Waals-type interaction with a nonretarded Hamaker constant of \( A = 7 \times 10^{-21} \) J. However, in 0.15 M NaCl (physiological saline conditions) the Hamaker constant over the same range had fallen to \( A = 3.5 \times 10^{-21} \) J, as expected due to screening of the zero-frequency contribution.

In conclusion, the van der Waals force between bilayers and membranes, especially in high salt, is fairly weak and has an effective range of at most 15 nm, beyond which it is too weak to be of any major significance.

### 18.3 Electrostatic (Double-layer) Forces

The double-layer repulsion, unlike the van der Waals attraction, is much more sensitive to the type and concentration of electrolyte present, the pH, and the surface charge density or potential. An approximate expression for the double-layer interaction energy between two surfaces is given by Eq. (12.47), while exact solutions are plotted in Figs 12.10 and 12.11.

As described in Chapter 12, the interplay between attractive van der Waals forces and repulsive double-layer forces forms the basis of the so-called DLVO theory of colloid science. Both of these forces have now been directly measured between charged anionic or cationic surfactant and lipid bilayers in aqueous solutions of both monovalent 1:1 and divalent 2:1 electrolytes (Pashley and Israelachvili, 1981; Marra and Israelachvili, 1985; Marra, 1985, 1986a, b, c; Pashley et al., 1986; Pashley and Ninhem, 1987; Claesson et al., 1989; see also Fig. 12.5).

Figure 18.1 shows the measured forces between negatively charged bilayers of DSPG in dilute electrolyte solutions of NaCl and CaCl₂. The effectiveness of divalent cations in reducing the double-layer repulsion, even at very low concentrations, is quite remarkable, and appears to parallel their effectiveness as adhesogens and fusogens of surfactant bilayers and biological membranes. Indeed, in the presence of divalent counterions, measured short-range forces are often significantly more attractive than can be accounted for by van der Waals forces (see jumps \( J \) in Fig. 18.1; Marra, 1986b, c; Khan et al., 1985), an effect that has been attributed to the additional attractive van der Waals-type ion-correlation force between the highly polarizable divalent ions.
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where $\kappa$ is the Debye length and where for hydrocarbons across water $A_{\infty}(0) = 3 \times 10^{-21}$ J (Section 11.5). Equation (18.2) is accurate to within 15% for $\kappa D > 2$. Thus, in 0.15 M NaCl solution, where $\kappa^{-1} \approx 0.8$ nm, the zero-frequency term, which accounts for about half of the nonretarded force, has essentially disappeared by $D = 1.5$ nm.

Marra (1985, 1986a) measured the van der Waals force law between two bilayer surfaces composed of the uncharged sugar-headgroup lipid, MGDG. In distilled water there was an attractive force at surface separations from $D = 4$ nm down to the adhesive well at $D = 1$ nm. Both the measured force-law and adhesion energy were consistent with a van der Waals-type interaction with a nonretarded Hamaker constant of $A = 7 \times 10^{-21}$ J. However, in 0.15 M NaCl (physiological saline conditions) the Hamaker constant over the same range had fallen to $A = 3.5 \times 10^{-21}$ J, as expected due to screening of the zero-frequency contribution.

In conclusion, the van der Waals force between bilayers and membranes, especially in high salt, is fairly weak and has an effective range of at most 15 nm, beyond which it is too weak to be of any major significance.

### 18.3 Electrostatic (Double-Layer) Forces

The double-layer repulsion, unlike the van der Waals attraction, is much more sensitive to the type and concentration of electrolyte present, the pH, and the surface charge density or potential. An approximate expression for the double-layer interaction energy between two surfaces is given by Eq. (12.47), while exact solutions are plotted in Figs 12.10 and 12.11.
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![Fig. 18.1. Measured repulsive forces between two DSPC bilayers in various aqueous electrolyte solutions at 22°C. The solid lines are the theoretically predicted DLVO force profiles assuming a Hamaker constant of $A = 6 \times 10^{-21}$ J. In NaCl solutions the double-layer repulsion corresponds to two fully charged surfaces. In CaCl$_2$ solutions the surface charge has been reduced due to ion binding, and from the force maxima at $J$ the two surfaces jump into strong adhesive bilayer-bilayer contact at $D = 0.4$ nm. Note that in CaCl$_2$ solutions at small separations the measured forces (dashed lines) are more attractive than expected from the DLVO theory (solid lines), an effect that is believed to be due to attractive ion correlation forces. (Adapted from Marra, 1986b.)](image)
within the diffuse double layers (Guldbrand et al., 1984; Kjellander and Marcelja, 1984, 1985c, 1986a, b).

At higher monovalent electrolyte concentrations the double-layer repulsion generally diminishes (Chapter 12), but because of the relatively weak van der Waals attraction between lipid bilayers it usually remains strong enough to keep the surfaces apart, even for low surface potentials and in high salt (so long as it remains monovalent). This is illustrated in Fig. 18.2 for two bilayers in physiological saline solution (~0.15 M NaCl) where a weak secondary minimum occurs at 4–6 nm for typical values of $\psi_w$ and $A$.

The situation in practice is often much more complex. Below 3 nm repulsive hydration and steric forces may dominate the interaction depending on the hydrophilicity and thermal motion of the surface groups. On the other hand, attractive ion-correlation and hydrophobic forces may dominate depending on the stresses on the bilayers and the presence of divalent ions. These additional forces will be discussed below. Note, too, that the surfaces of real biological membranes are not smooth but locally rough due to protruding proteins (Fig. 17.9), which further complicates the application of the DLVO theory at small distances.

18.4 HYDRATION FORCES

As we saw in Chapter 13, repulsive hydration forces arise whenever water molecules bind strongly to hydrophilic surface groups because of the energy needed to dehydrate these groups as two surfaces approach each other. Between two solid crystalline surfaces the hydration force is usually oscillatory. The oscillations have a periodicity of the diameter of the water molecule, about 0.25 nm, and reflect the ordering of water molecules into semidiscrete layers between the smooth, rigid surfaces. Between bilayer surfaces no such ordering into well-defined layers is possible because (i) the headgroups are rough on the scale of a water molecule, and (ii) the surfaces are usually thermally mobile giving rise to a steric repulsion. Consequently, any oscillatory force becomes smeared out and one is left with only the monotonic component (Caffrey and Bildereback, 1983). It is probably for this reason that only smoothly decaying steric-hydration forces have ever been measured between amphiphilic surfaces in both water and nonaqueous liquids.

Monotonically repulsive hydration forces were first proposed to arise between amphiphilic surfaces by Langmuir (1938) and were first measured between surfactant monolayers across soap films by Clunie et al. (1967), as shown in Fig. 13.8A. These forces have now been measured between various amphiphilic colloidal surfaces and bilayers using either hydrostatic or osmotic pressure techniques (Homola and Robertson, 1976; LeNeveu et al., 1976; Parsegian et al., 1979; McIntosh and Simon, 1986) or the Surface Forces Apparatus technique (Marra and Israelachvili, 1985; Marra, 1985, 1986a; Claesson et al., 1989). The agreement between the various techniques is surprisingly good (Horn et al., 1988b). However, there are uncertainties in how to define the separation between these essentially fluid-like interfaces, but these have to some extent been resolved by directly measuring the electron density distribution across the aqueous phase (McIntosh and Simon, 1986).

The range of the steric-hydration forces so far measured between various surfactant and lipid bilayers is about 1–3 nm, below which they rise steeply and roughly exponentially, with decay lengths ranging from 0.08 to 0.64 nm (Marsh, 1989; Rand and Parsegian, 1989). Steric-hydration forces often dominate over DLVO forces at small separations, preventing the coalescence in a primary minimum of bilayers, vesicles and biological membranes. In particular, these forces are responsible for the lack of strong adhesion or aggregation of bilayers and vesicles composed of uncharged lipids such as lecithin and those possessing polyoxyethylene and sugar headgroups.

Unfortunately, because of the very short range of these forces between amphiphilic surfaces (see Fig. 13.8B), it is usually not possible to disentangle the contributions arising from pure hydration (solvation) effects and thermal...
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At higher monovalent electrolyte concentrations the double-layer repulsion generally diminishes (Chapter 12), but because of the relatively weak van der Waals attraction between lipid bilayers it usually remains strong enough to keep the surfaces apart, even for low surface potentials and in high salt (so long as it remains monovalent). This is illustrated in Fig. 18.2 for two bilayers in physiological saline solution (≈0.15 M NaCl) where a weak secondary minimum occurs at 4–6 nm for typical values of \( \psi_0 \) and \( A \).

The situation in practice is often much more complex. Below 3 nm repulsive hydration and steric forces may dominate the interaction depending on the hydrophilicity and thermal motion of the surface groups. On the other hand, attractive ion-correlation and hydrophobic forces may dominate depending on the stresses on the bilayers and the presence of divalent ions. These additional forces will be discussed below. Note, too, that the surfaces of real biological membranes are not smooth but locally rough due to protruding proteins (Fig. 17.9), which further complicates the application of the DLVO theory at small distances.

Fig. 18.2. Theoretical DLVO interaction energy per unit area between two amphiphilic surfaces in 0.15 M NaCl (kindly computed by R. Padaviley). The non-retarded Hamaker constant is assumed to be \( A = 6 \times 10^{-21} \text{ J} \) and the surfaces are assumed to interact at constant surface potential \( \psi_0 \). The three curves at \( \psi_0 = 100, 50 \text{ and } 20 \text{ mV} \) correspond to surface charge densities of 1 e per 1, 3 and 8.5 nm\(^2\), respectively. The energy per molecule \( g = \frac{1}{4} W_0 \) is calculated for a headgroup area of \( a_0 = 0.4 \text{ nm}^2 \). Note that in the innermost secondary minimum the 'adhesion energy' of \( W_0 \approx 6 \times 10^{-3} \text{ mJ m}^{-2} \) corresponds to an energy of about \( \psi_0 \approx 3 \times 10^{-4} \text{ kT per molecule.} \)
fluctuation (steric) forces. As described in Chapter 14, the overlapping of the mobile headgroups protruding out from two approaching bilayers produces a variety of repulsive steric or osmotic-type forces between them. These forces are also roughly exponentially repulsive (cf. Eqs (14.3), (14.6) and (14.12)) and, as discussed in Section 18.6, their magnitude and range are consistent with the measured values. The finite sizes of headgroups introduce non-ideal terms to these forces which act to enhance the repulsion (just as the finite size of molecules enhance the pressure of a van der Waals gas). How, then, can one distinguish between steric repulsion and hydration repulsion? The role of hydration in headgroup interactions can be considered either as (i) simply increasing the effective size of the headgroup even further, as in the case of the hydrated sizes of ions (Section 4.5); or (ii) as having a much larger effect, one that effectively introduces a separate ‘hydration’ force contribution to the other forces. This question remains controversial. In this section we shall investigate effects that can be unambiguously attributed to hydration. In the following sections we shall explore the steric forces.

Some lipid headgroups are intrinsically hydrophilic, for example, those containing N(CH₃)₂, ethylene oxide or sugar groups, while others become hydrophilic on binding hydrated ions, especially Na⁺, Li⁺, or Mg²⁺. The first class of lipids have intrinsic hydration forces, the second have hydration forces that can be regulated by ion binding or ‘ion exchange’ (Chapter 12). We now consider some examples and consequences of regulated hydration forces.

Figure 18.3 shows the measured forces between bilayers of a double-chained anionic surfactant as a function of salt concentration. For NaCl concentrations below 10⁻² M the forces are well-described by the DLVO theory: the double-layer repulsion dominates at separations greater than 2 nm, and the van der Waals attraction dominates at smaller separations. But at concentrations above 10⁻² M NaCl and high pH a strongly repulsive hydration force comes in at separations below 2 nm that dominates over the van der Waals attraction and prevents the surfaces from coming into adhesive contact as before. This behaviour is believed to arise from the binding of hydrated Na⁺ ions to the surfaces under conditions of high salt and high pH, and is qualitatively very similar to that occurring between colloidal particle surfaces, as described in Section 13.5.

There are many other, less direct but more relevant, examples where repulsive hydration forces appear to be induced by ion binding or exchange. Thus, negatively charged phospholipid vesicles aggregate or fuse in dilute CaCl₂ solutions, as expected from the DLVO theory, but not in concentrated NaCl solutions, where the DLVO theory predicts strong irreversible adhesion in molecular contact (Day et al., 1980). Also, phosphatidylserine vesicles fuse in dilute (approximately millimolar) CaCl₂ solutions but not in MgCl₂ solutions (Wilschut et al., 1981), most likely because the more hydrated Mg²⁺ ions prevent the surfaces from coming into sufficiently close contact to fuse (McIver, 1979).

As a further example of cation-regulated hydration forces, Princen et al. (1980) studied the interactions between oil-in-water emulsion droplets, whose surfaces were covered by an alkyl sulphate monolayer. They found that the adhesion between the droplets in concentrated salt solutions decreases with the increasing hydration of the cation bound to the surfaces, namely KCl (maximum adhesion) > NaCl > LiCl (almost no adhesion). Other examples of the role of hydration in bilayer and membrane interactions were discussed by McIver (1979).

Non-ionic and zwitterionic bilayers usually display intrinsic hydration forces that are not affected much by solution conditions. This is because there is little ion binding to such surfaces. For example, uncharged phosphatidylcholine (PC) and phosphatidylethanolamine (PE) bilayers are both known to adsorb Ca²⁺ and Mg²⁺ ions. This gives rise to a double-layer repulsion between the now positively charged surfaces, but the short-range
fluctuation (steric) forces. As described in Chapter 14, the overlapping of the mobile headgroups protruding out from two approaching bilayers produces a variety of repulsive steric or osmotic-type forces between them. These forces are also roughly exponentially repulsive (cf. Eqs (14.3), (14.6) and (14.12)) and, as discussed in Section 18.6, their magnitude and range are consistent with the measured values. The finite sizes of headgroups introduce non-ideal terms to these forces which act to enhance the repulsion (just as the finite size of molecules enhance the pressure of a van der Waals gas). How, then, can one distinguish between steric repulsion and hydration repulsion? The role of hydration in headgroup interactions can be considered either as (i) simply increasing the effective size of the headgroup even further, as in the case of the hydrated sizes of ions (Section 4.5); or (ii) as having a much larger effect, one that effectively introduces a separate 'hydration' force contribution to the other forces. This question remains controversial. In this section we shall investigate effects that can be unambiguously attributed to hydration. In the following sections we shall explore the steric forces.

Some lipid headgroups are intrinsically hydrophilic, for example, those containing N(CH$_3$)$_2$, ethylene oxide or sugar groups, while others become hydrophilic on binding hydrated ions, especially Na$^+$, Li$^+$, or Mg$^{2+}$. The first class of lipids have intrinsic hydration forces, the second have hydration forces that can be regulated by ion binding or 'ion exchange' (Chapter 12). We now consider some examples and consequences of regulated hydration forces.

Figure 18.3 shows the measured forces between bilayers of a double-chained anionic surfactant as a function of salt concentration. For NaCl concentrations below $10^{-2}$ M the forces are well-described by the DLVO theory: the double-layer repulsion dominates at separations greater than 2 nm, and the van der Waals attraction dominates at smaller separations. But at concentrations above $10^{-2}$ M NaCl and high pH a strongly repulsive hydration force comes in at separations below 2 nm that dominates over the van der Waals attraction and prevents the surfaces from coming into adhesive contact as before. This behaviour is believed to arise from the binding of hydrated Na$^+$ ions to the surfaces under conditions of high salt and high pH, and is qualitatively very similar to that occurring between colloidal particle surfaces, as described in Section 13.5.

There are many other, less direct but more relevant, examples where repulsive hydration forces appear to be induced by ion binding or exchange. Thus, negatively charged phospholipid vesicles aggregate or fuse in dilute CaCl$_2$ solutions, as expected from the DLVO theory, but not in concentrated NaCl solutions, where the DLVO theory predicts strong irreversible adhesion in molecular contact (Day et al., 1980). Also, phosphatidylserine vesicles fuse in dilute (approximately millimolar) CaCl$_2$ solutions but not in MgCl$_2$ solutions (Wilschut et al., 1981), most likely because the more hydrated Mg$^{2+}$ ions prevent the surfaces from coming into sufficiently close contact to fuse (McIver, 1979).

As a further example of cation-regulated hydration forces, Princen et al. (1980) studied the interactions between oil-in-water emulsion droplets, whose surfaces were covered by an alkyl sulphate monolayer. They found that the adhesion between the droplets in concentrated salt solutions decreases with the increasing hydration of the cation bound to the surfaces, namely KCl (maximum adhesion) > NaCl > LiCl (almost no adhesion). Other examples of the role of hydration in bilayer and membrane interactions were discussed by McIver (1979).

Non-ionic and zwitterionic bilayers usually display intrinsic hydration forces that are not affected much by solution conditions. This is because there is little ion binding to such surfaces. For example, uncharged phosphatidylcholine (PC) and phosphatidylethanolamine (PE) bilayers are both known to adsorb Ca$^{2+}$ and Mg$^{2+}$ ions. This gives rise to a double-layer repulsion between the now positively charged surfaces, but the short-range
steric-hydration repulsion is not affected and is simply additive with the (variable) double-layer force (Marra and Israelachvili, 1985).

18.5 LIMITATIONS OF THE HYDRATION MODEL

The origin of the monotonically repulsive hydration forces seen in so many amphiphilic systems remains unclear. Marcelja's theory (Marcelja and Radic, 1976; Gruen and Marcelja, 1983) based on the polarization (alignment) induced by surfaces or surface groups on the water molecules adjacent to them has long been the most appealing. This theory predicts an exponential repulsion of unspecified decay length, though a value of about 0.25 nm—the size of a water molecule and close to some measured decay lengths—appeared reasonable. However, molecular dynamics simulations (Kjellander and Marcelja, 1985a, b) failed to reproduce this force and the matter remains theoretically unresolved.

Fig. 18.4. Pressure between egg lecithin bilayers in water, formamide and 1,3-propanediol (PDO: HO—CH₂—CH₂—OH). The forces may be approximated by exponential functions such as \( P = P_0 e^{-\lambda x} \). The forces are for PDO to decrease as \( \lambda \) increases, and for \( \lambda \) to increase with decreasing interfacial tension \( \gamma \) of the hydrocarbon–solvent interface: viz. 53 mN m⁻² with water, 32 mN m⁻² with formamide, and 21 mN m⁻² with PDO (Table 15.1). These trends are as expected if the forces are due to steric–protrusion effects, described by Eq. (18.5). For solvents having much lower interfacial tensions with hydrocarbons, e.g., 1,2-propanediol, the aggregates become progressively more diffuse and the pressure approaches the osmotic limit. (Reproduced from McIntosh et al., 1989a, with permission.)

Experimentally, too, the picture has become more complex and increasingly less consistent with a purely hydration origin for these forces. First, recent measurements on different lipids show that the characteristic decay lengths of these forces span a range from 0.08 to 0.64 nm (Lyle and Tiddy, 1986; Marsh, 1989; Rand and Parsegian, 1989), an eight-fold variation that can no longer be associated with the size of the water molecule or some other characteristic property of water. Second, as shown in Fig. 18.4, very similar exponentially repulsive forces also exist between bilayers in a variety of non-aqueous solvents (Persson and Bergentzlährl, 1985; McIntosh et al., 1989a). This shows that these forces are not unique to water.

Third, the forces between free bilayers, as measured using osmotic pressure techniques, are generally of longer range than those between supported bilayers, as measured using force balance techniques (Hopp et al., 1988b; Pezon et al., 1990). This suggests that some thermal fluctuation forces are operating between the free bilayers (cf. Fig. 14.8) which become suppressed when the bilayers are supported on a rigid surface.

Finally, measurements of the short-range repulsion between bilayers generally increases with temperature, and many surfactant bilayers do not swell at all when in the solid-crystalline state, but do swell as soon as the
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The origin of the monotonically repulsive hydration forces seen in so many amphiphilic systems remains unclear. Marcelja's theory (Marcelja and Radic, 1976; Gruen and Marcelja, 1983) based on the polarization (alignment) induced by surfaces or surface groups on the water molecules adjacent to them has long been the most appealing. This theory predicts an exponential repulsion of unspecified decay length, though a value of about 0.25 nm—the size of a water molecule and close to some measured decay lengths—appeared reasonable. However, molecular dynamics simulations (Kjellander and Marcelja, 1985a, b) failed to reproduce this force and the matter remains theoretically unresolved.
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**Fig. 18.4.** Pressure between egg lecithin bilayers in water, formamide and 1,3-propanediol (PDO: HO—CH₂—CH₂—OH). The forces may be approximated by exponential functions such as \( P = P_0 e^{-D/\lambda} \). The trends are for \( P_0 \) to decrease as \( \lambda \) increases, and for \( \lambda \) to increase with decreasing interfacial tension \( \gamma \) of the hydrocarbon-solvent interface: viz. 53 mN m⁻² with water, 32 mN m⁻² with formamide, and 21 mN m⁻² with PDO (Table 15.1). These trends are as expected if the forces are due to steric-protrusion effects, described by Eq. (18.5). For solvents having much lower interfacial tensions with hydrocarbons, e.g., 1,2-propanediol, the aggregates become progressively more diffuse and the pressure approaches the osmotic limit. (Reproduced from McIntosh et al., 1989a, with permission.)
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**Fig. 18.5.** Repulsive forces in water between uncharged monoleadzin bilayers in the gel state and monocaprylin bilayers in the liquid-crystalline state, as measured by the Osmotic Pressure technique (McIntosh et al., 1989b). At short distances, below about 1 nm, the forces between both bilayers are roughly exponential with a decay length of \( \sim 0.13 \) nm. However, between the liquid-crystalline bilayers the tail end of the interaction decays as \( 1/D^2 \), and appears to be well described by Eq. (18.3) for the undulation force between bilayers having a bending modulus of \( K_B = 3.2 \times 10^{-20} \) J (Reproduced from McIntosh et al., 1989b, with permission.)

Experimentally, too, the picture has become more complex and increasingly less consistent with a purely hydration origin for these forces. First, recent measurements on different lipids show that the characteristic decay lengths of these forces span a range from 0.08 to 0.64 nm (Lyle and Tiddy, 1986; Marsh, 1989; Rand and Parsegian, 1989), an eight-fold variation that can no longer be associated with the size of the water molecule or some other characteristic property of water. Second, as shown in Fig. 18.4, very similar exponentially repulsive forces also exist between bilayers in a variety of non-aqueous solvents (Persson and Bergendahl, 1985; McIntosh et al., 1989a). This shows that these forces are not unique to water.

Third, the forces between free bilayers, as measured using osmotic pressure techniques, are generally of longer range than those between supported bilayers, as measured using force balance techniques (Horp et al., 1988b; Pezon et al., 1990). This suggests that some thermal fluctuation forces are operating between the free bilayers (cf. Fig. 14.8) which become suppressed when the bilayers are supported on a rigid surface.

Finally, measurements of the short-range repulsion between bilayers generally increases with temperature, and many surfactant bilayers do not swell at all when in the solid-crystalline state, but do swell as soon as the
temperature is raised to the gel state (Tiddy, 1980). On further increasing the temperature from the gel to the liquid-crystalline state there is a further increase in the magnitude and range of the repulsion (Fig. 18.5). Above the chain melting temperature, \( T_c \), the repulsion between the now fluid bilayers increases once again (Fig. 18.6). Within the hydration model, this trend would suggest that the water structure is increasing with increasing temperature. This is very unlikely: with increasing temperature, as the amphiphilic molecules become more disordered, one would expect the same to occur for the water molecules in the gap between them.

All the above observations suggest that these forces have an entropic origin. This was first proposed by Helfrich in 1978 whose theory of undulation forces (reviewed by Servuss and Helfrich, 1987, 1989) revealed the first of a number of steric forces between fluid-like amphiphilic surfaces. We now turn to consider these forces.

### 18.6 Steric Forces

The idea that repulsive steric forces are important in the interactions between amphiphilic surfaces has grown steadily over the last few years. With the apparent failure of models based on purely electrostatic or solvation interactions to explain these forces, attention has recently focused on the role of thermal fluctuation interactions. These were discussed in some detail in Chapter 14, but mainly in relation to the interactions between polymer-coated surfaces. Here we shall attempt to make a quantitative assessment of their possible role in the interactions between bilayer and other amphiphilic surfaces.

Four different types of repulsive steric forces can arise between bilayers interacting in any liquid i.e., independent of the solvent. These are the undulation force (Fig. 14.7), the peristaltic force (Fig. 14.8), the protrusion force (Fig. 14.8) and the steric overlap force between surface-anchored polymer ‘brushes’ or headgroups (Fig. 14.1). Below we summarize the approximate equations appropriate for each of these forces (per unit area) as previously derived in Chapter 14:

**Undulation:**

\[
F \approx \frac{(kT)^3}{2k_BT^3}, \quad (18.3)
\]

**Peristaltic:**

\[
F \approx \frac{(kT)^3}{5k_BT^3}, \quad (18.4)
\]

**Protrusion:**

\[
F \approx \frac{2.7\Gamma kT e^{-b\lambda}}{\lambda}, \quad \text{where } \lambda \approx kT/\pi, \quad (18.5)
\]

**Headgroup overlap:**

\[
F \approx 100\Gamma^{3/2}kT e^{-b\lambda}, \quad \text{where } \lambda \approx L/\pi, \quad (18.6)
\]

where, for the latter interaction, \( L \) is the effective thickness of the fluctuating headgroup region and \( 2L \) is the range of the interaction.

Of the four steric forces listed above, only the undulation force is expected
temperature is raised to the gel state (Tiddy, 1980). On further increasing the temperature from the gel to the liquid-crystalline state there is a further increase in the magnitude and range of the repulsion (Fig. 18.5). Above the chain melting temperature, \( T_c \), the repulsion between the now fluid bilayers increases once again (Fig. 18.6). Within the hydration model, this trend would suggest that the water structure is increasing with increasing temperature. This is very unlikely: with increasing temperature, as the amphiphilic molecules become more disordered, one would expect the same to occur for the water molecules in the gap between them.

All the above observations suggest that these forces have an entropic origin. This was first proposed by Helfrich in 1978 whose theory of undulation forces (reviewed by Servuss and Helfrich, 1987, 1989) revealed the first of a number of steric forces between fluid-like amphiphilic surfaces. We now turn to consider these forces.

### 18.6 Steric Forces

The idea that repulsive steric forces are important in the interactions between amphiphilic surfaces has grown steadily over the last few years. With the apparent failure of models based on purely electrostatic or solvation interactions to explain these forces, attention has recently focused on the role of thermal fluctuation interactions. These were discussed in some detail in Chapter 14, but mainly in relation to the interactions between polymer-coated surfaces. Here we shall attempt to make a quantitative assessment of their possible role in the interactions between bilayer and other amphiphilic surfaces.

Four different types of repulsive steric forces can arise between bilayers interacting in any liquid i.e., independent of the solvent. These are the undulation force (Fig. 14.7), the peristaltic force (Fig. 14.8), the protrusion force (Fig. 14.8) and the steric overlap force between surface-anchored polymer 'brushes' or headgroups (Fig. 14.1). Below we summarize the approximate equations appropriate for each of these forces (per unit area) as previously derived in Chapter 14:

**Undulation:**

\[ F \approx \frac{(kT)^2}{2k_BT^5} \]  
(18.3)

**Peristaltic:**

\[ F \approx \frac{(kT)^2}{5k_BT^5} \]  
(18.4)

**Protrusion:**

\[ F \approx \frac{2.7\Gamma kT e^{-b/\lambda}}{\lambda} \]  
where \( \lambda \approx kT/\pi \)  
(18.5)

**Headgroup overlap:**

\[ F \approx 100\Gamma^{1/2}kT e^{-b/\lambda} \]  
where \( \lambda \approx L/\pi \)  
(18.6)

where, for the latter interaction, \( L \) is the effective thickness of the fluctuating headgroup region and \( 2L \) is the range of the interaction.

Of the four steric forces listed above, only the undulation force is expected
to have an indefinitely long range; the other three forces will decay rapidly to zero beyond a certain distance roughly equal to the lengths of the lipid molecules. Safinya et al. (1986) carried out an x-ray study of the repulsive forces between two oil-water interfaces each bounded by a sodium dodecyl sulphate (SDS) monolayer for which the bending modulus is small \( k_b \approx 5 \times 10^{-21} \) J. The undulation force was therefore large and accurately measurable, and the results confirmed the inverse third distance dependence of the Helfrich equation, Eq. (18.3). McIntosh et al. (1989b), and Abillon and Perez (1990), also measured a \( 1/D^3 \) tail in the interaction between bilayers whose bending moduli are about ten times higher (see Fig. 18.5).

At smaller separations, below about 2 nm, the protrusion and headgroup overlap forces are expected to dominate the undulate repulsion. Figure 18.7 shows theoretical plots of the above four steric interactions, computed using values appropriate for double-chained lipid bilayers in the fluid state. The attractive van der Waals interaction given by Eq. (18.1) is also shown for comparison.

The computed curves of Fig. 18.7, taken together, appear to account satisfactorily for the magnitude and range of the force profiles measured between the much-studied egg lecithin bilayers. However, given the many contributions to the total interaction and the experimental uncertainties of defining the zero of separation, a detailed comparison between theory and experiment is not yet possible (though initial computer simulations by Granfeldt and Miklavic, 1991, do indicate the importance of protrusion and headgroup overlap forces in bilayer interactions). Some expected semiquantitative trends, however, may be established based on the protrusion force, as follows.

Protrusion energies \( \sigma_p \) can be estimated either from interfacial energy values \( \gamma_f \) or from the incremental changes in the CMC values per added CH\(_2\) group (Israelachvili and Wennerström, 1990). An energy increment per added CH\(_2\) group of \( f \) corresponds to a protrusion energy per unit length of CH\(_2\)-CH\(_2\) distance along a single chain. From Table 16.2 the range of values measured for \( f \) therefore correspond to protrusion energies in the range \( \sigma_p = (1.5 - 4.0) \times 10^{-11} \) J m\(^{-1}\) for single saturated chains, and \( \sigma_p = (3.0 - 5.6) \times 10^{-11} \) J m\(^{-1}\) for double chains. These in turn correspond to protrusion decay lengths in the range \( \lambda \approx kT/\sigma_p \approx 0.07 - 0.27 \) nm. This essentially covers most of the measured range. Lower \( \lambda \) values should apply to saturated, double-chained surfactants and lipids; higher values to single-chained surfactants (lysolipids) especially with unsaturated chains (since these are more hydrophilic than saturated chains, as shown in Table 15.1). Thus, we should expect somewhat longer decay lengths for unsaturated lipids, as observed: compare

\[
\lambda \approx 0.14 - 0.26 \text{ nm for fluid DMPC and DPPC with } \lambda \approx 0.17 - 0.34 \text{ nm for egg PC and unsaturated fluids DSPCs (McIntosh and Simon, 1986; Marsh, 1989). We should also expect lysolipids to have longer decay lengths, also as observed: the highest } \lambda \text{ values so far reported are } \lambda \approx 0.44 - 0.64 \text{ nm for lysoPS and lysoPC (Marsh, 1989).}
\]

Steric protrusion forces are also expected to arise in non-aqueous liquids,
to have an indefinitely long range; the other three forces will decay rapidly to zero beyond a certain distance roughly equal to the lengths of the lipid molecules. Safinya et al. (1986) carried out an x-ray study of the repulsive forces between two oil–water interfaces each bounded by a sodium dodecyl sulphate (SDS) monolayer for which the bending modulus is small \( k_b \approx 5 \times 10^{-21} \) J. The undulation force was therefore large and accurately measurable, and the results confirmed the inverse third distance dependence of the Helfrich equation, Eq. (18.3). McIntosh et al. (1998b), and Abillon and Perez (1990), also measured a \( 1/D^3 \) tail in the interaction between bilayers whose bending moduli are about ten times higher (see Fig. 18.5).

At smaller separations, below about 2 nm, the protrusion and headgroup overlap forces are expected to dominate the undulate repulsion. Figure 18.7 shows theoretical plots of the above four steric interactions, computed using values appropriate for double-chained lipid bilayers in the fluid state. The attractive van der Waals interaction given by Eq. (18.1) is also shown for comparison.

The computed curves of Fig. 18.7, taken together, appear to account satisfactorily for the magnitude and range of the force profiles measured between the much-studied egg lecithin bilayers. However, given the many contributions to the total interaction and the experimental uncertainties of defining the zero of separation, a detailed comparison between theory and experiment is not yet possible (though initial computer simulations by Granfeldt and Miklavc, 1991, do indicate the importance of protrusion and headgroup overlap forces in bilayer interactions). Some expected semi-quantitative trends, however, may be established based on the protrusion force, as follows.

Protrusion energies \( \sigma_p \) can be estimated either from interfacial energy values \( \gamma_i \) or from the incremental changes in the CMC values per added \( \text{CH}_2 \) group (Israelachvili and Wennerström, 1990). An energy increment per added \( \text{CH}_2 \) group of \( f \) corresponds to a protrusion energy per unit length of \( \sigma_p = kT \ln f / 0.1265 \times 10^{-9} = n \times 2.5 \times 10^{-11} \ln f \) J m\(^{-1}\) where \( n \) is the number of chains and 0.1265 nm is the \( \text{CH}_2-\text{CH}_2 \) distance along a single chain. From Table 16.2 the range of values measured for \( f \) therefore correspond to protrusion energies in the range \( \sigma_p = (1.5 - 4.0) \times 10^{-11} \) J m\(^{-1}\) for single saturated chains, and \( \sigma_p = (3.0 - 5.6) \times 10^{-11} \) J m\(^{-1}\) for double chains. These in turn correspond to protrusion decay lengths in the range \( \lambda \approx kT/\sigma_p \approx 0.07 - 0.27 \) nm. This essentially covers most of the measured range. Lower \( \lambda \) values should apply to saturated, double-chained surfactants and lipids; higher values to single-chained surfactants (lyso-lipids) especially with unsaturated chains (since these are more hydrophilic than saturated chains, as shown in Table 15.1). Thus, we should expect somewhat longer decay lengths for unsaturated lipids, as observed: compare

![Fig. 18.7. Theoretical undulation, peristaltic, protrusion, headgroup overlap and van der Waals forces between two bilayers in the fluid state in water at \( T = 25^\circ \) C. The following values were used in the computations, these being typical for phospholipid bilayers in the fluid state. For the van der Waals force: Hamaker constant, \( A = 5 \times 10^{-21} \) J. For the undulation force: bending modulus, \( k_b = 10^{-19} \) J. For the peristaltic force: area expansion modulus, \( k_s = 150 \) m\(^{-2}\) for the protrusion force: surface density of protruding groups or chains, \( T = 2 \times 10^{-10} \) m\(^{-2}\); protrusion energy, \( \sigma_p = 2.5 \times 10^{-11} \) m\(^{-1}\). For the headgroup overlap force: area separation between headgroups, \( s = 0.8 \) nm; layer thickness of hydrated headgroup region, \( \ell = 0.8 \) nm. Note that all the forces plotted are repulsive except for the van der Waals force, which is attractive, but which has been plotted together with the other forces for convenience of comparison. The shaded region gives the limits of the repulsive forces measured between egg lecithin bilayers (McIntosh and Simon, 1986; Rand and Parsegian, 1989; McIntosh et al., 1989a). Pure saturated-chain bilayers generally exhibit shorter range repulsions.

\( \lambda \approx 0.14 - 0.26 \) nm for fluid DMPC and DPPC with \( \lambda \approx 0.17 - 0.34 \) nm for egg PC and unsaturated fluids DSPCs (McIntosh and Simon, 1986; Marsh, 1989). We should also expect lysolipids to have longer decay lengths, also as observed: the highest \( \lambda \) values so far reported are \( \lambda \approx 0.44 - 0.64 \) nm for lysoPS and lysoPC (Marsh, 1989).

Steric protrusion forces are also expected to arise in non-aqueous liquids,
and to be determined more by the unfavourable interaction energies of hydrocarbon chains with these liquids (as reflected in their interfacial energies, \( \gamma_{i} \), and CMC values) than in any property of the liquids alone. This trend, too, is borne out by experiments (Fig. 18.4).

It appears, therefore, that the previously suspected 'hydration' forces, intimately associated with water structuring effects at surfaces, may be no more than a collection of complex steric interactions. If so, the short-range forces between bilayers are really more akin to the steric forces between polymer-covered surfaces than to any hydration effects. Genuine hydration interactions will, of course, be operating, as discussed in Section 18.4. However, in a first approximation, their influence may simply be to increase the effective size of the 'hydrated' headgroups.

Whether water structuring at amphiphilic surfaces provides an additional long-range force between them as it does between solid, crystalline surfaces such as silicate surfaces (Chapter 13) remains an open question. Certainly, the hydrated state of water at surfactant–water interfaces appears to be different but with no indication of any long-range ordering beyond the first 'layer' of water molecules (Lindman et al., 1987). Clearly more experimental and theoretical work is needed to clarify the roles and interdependencies of the short-range steric and solvation/hydration interactions between fluid-like amphiphilic interfaces in water.

A different type of steric force occurs between the hydrocarbon chains of surfactant monolayers interacting across hydrocarbon liquids. Such situations arise between water-in-oil microemulsion droplets as well as when liquid alkanes are present in the central regions of bilayers. Green and Haydon (1981) studied this type of system, both experimentally and theoretically, and concluded that low molecular weight alkanes penetrate into the hydrocarbon chains, leading to an effective entropic repulsion between the opposing monolayers. This causes them to swell. Higher molecular weight alkanes penetrate progressively less and the interaction eventually becomes attractive. The van der Waals force between hydrocarbon chains across hydrocarbon liquids is, of course, small and plays only a minor role in such systems.

18.7 HYDROPHOBIC FORCES

As we saw in Section 13.6, the attractive hydrophobic interaction between hydrocarbon molecules or surfaces in water is of surprisingly long range and much stronger than the van der Waals attraction at small separations. In the case of free (unstressed) bilayers, the hydrophobic headgroups 'shield' the underlying hydrocarbon groups from the aqueous phase, which effectively masks the hydrophobic interaction between them. However, when bilayers are subjected to a stretching force, they expand laterally, and the increased hydrophobic area exposed to the aqueous phase now allows the hydrophobic interaction to emerge.

Figure 18.8 shows the measured forces between lecithin bilayers supported on mica surfaces as a function of their headgroup area. A long-range, strongly attractive hydrophobic force emerges as more hydrocarbon groups become exposed to the aqueous phase. It is remarkable that the attraction could be
and to be determined more by the unfavourable interaction energies of hydrocarbon chains with these liquids (as reflected in their interfacial energies, \( \gamma \), and CMC values) than in any property of the liquids alone. This trend, too, is borne out by experiments (Fig. 18.14).

It appears, therefore, that the previously suspected ‘hydration’ forces, intimately associated with water structuring effects at surfaces, may be no more than a collection of complex steric interactions. If so, the short-range forces between bilayers are really more akin to the steric forces between polymer-covered surfaces than to any hydration effects. Genuine hydration interactions will, of course, be operating, as discussed in Section 18.4. However, in a first approximation, their influence may simply be to increase the effective size of the ‘hydrated’ headgroups.

Whether water structuring at amphiphilic surfaces provides an additional long-range force between them as it does between solid, crystalline surfaces such as silicate surfaces (Chapter 13) remains an open question. Certainly, the hydrated state of water at surfactant–water interfaces appears to be different but with no indication of any long-range ordering beyond the first ‘layer’ of water molecules (Lindman et al., 1987). Clearly more experimental and theoretical work is needed to clarify fully the roles and interdependencies of the short-range steric and solvation/hydration interactions between fluid-like amphiphilic interfaces in water.

A different type of steric force occurs between the hydrocarbon chains of surfactant monolayers interacting across hydrocarbon liquids. Such situations arise between water-in-oil microemulsion droplets as well as when liquid alkanes are present in the central regions of bilayers. Gruen and Haydon (1981) studied this type of system, both experimentally and theoretically, and concluded that low molecular weight alkanes penetrate into the hydrocarbon chains, leading to an effective entropic repulsion between the opposing monolayers. This causes them to swell. Higher molecular weight alkanes penetrate progressively less and the interaction eventually becomes attractive. The van der Waals force between hydrocarbon chains across hydrocarbon liquids is, of course, small and plays only a minor role in such systems.

18.7 Hydrophobic forces

As we saw in Section 13.6, the attractive hydrophobic interaction between hydrocarbon molecules or surfaces in water is of surprisingly long range and much stronger than the van der Waals attraction at small separations. In the case of free (unstressed) bilayers, the hydrophobic headgroups ‘shield’ the underlying hydrocarbon groups from the aqueous phase, which effectively masks the hydrophobic interaction between them. However, when bilayers are subjected to a stretching force, they expand laterally, and the increased hydrophobic area exposed to the aqueous phase now allows the hydrophobic interaction to emerge.

Figure 18.8 shows the measured forces between lecithin bilayers supported on mica surfaces as a function of their headgroup area. A long-range, strongly attractive hydrophobic force emerges as more hydrocarbon groups become exposed to the aqueous phase. It is remarkable that the attraction could be
enhanced so significantly by simply increasing the mean headgroup area by a few per cent above the optimal value.

In solution, bilayers and membranes can be stressed by applying an electric field across them (see Problem 18.6), by the osmotic swelling of cells or vesicles (Servuss and Helfrich, 1987, 1989), or by introducing local stresses on the lipids via ion binding or packing mismatches with other membrane components. The enhanced hydrophobic attraction brought about by such stresses (Bailey et al., 1990) may be the primary cause leading to the fusion of bilayers and membranes (Papahadjopoulos et al., 1977; Chernomordik et al., 1986; Helm and Israelachvili, 1991).

Hydrophobic forces can also be enhanced by increasing the temperature. Such effects occur in the interactions between certain nonionic micelles and bilayers, for example, those composed of surfactants with poloxethylene headgroups (Claesson et al., 1986b). However, it is still not clear whether the increased adhesion between such aggregates arises solely from an increased hydrophobic attraction, or whether some of it also comes from the reduced range of the steric repulsion between the less hydrated headgroups.

Thus, as in the case of repulsive steric-hydration forces, we still do not really understand the separate contributions of the steric and hydrophobic forces between amphiphilic surfaces.

18.8 Specific interactions

Here we shall look at non-covalent forces that give rise to very strong adhesion, or binding, between two surfaces or molecular groups. Such interactions are often referred to as being 'specific' even though, as we shall see, it is difficult to define a specific interaction unambiguously.

Electrostatic

Some electrostatic interactions are unusually strong: for example, the adhesion of phosphatidylinerine bilayers in the presence of Ca$^{2+}$ ions. Also, certain divalent ions can trigger conformational or chemical changes in proteins and membranes while others do not. These, too, are normally referred to as being specific. However, since the normal (non-specific) Coulombic interaction between ionic bonds can be very strong (Section 3.3), it is not obvious that this should be called a specific interaction. Nevertheless, it is worth noting that some ions can give rise to extremely strong binding, even in water.

---

**Bridging**

In Chapter 14 we noted that polymer bridges between two surfaces can cause an effective 'bridging' attraction between them (Fig. 14.1). Bridging forces also arise in biological systems: for example, polymer bridges have been found to connect myelin membranes where their function is presumably to prevent these membranes from moving too far from each other (Rand et al., 1979).

'Lock-and-key' or ligand—receptor interactions

It has long been known that many biological interactions such as those involved in immunological recognition (ligand—receptor interactions) and

---

**Fig. 18.9.** Example of 'lock and key' binding mechanism developed by nature to obtain strong and highly specific non-covalent bonds between biomolecules such as ligands and receptors, antibodies and antigens. Shown here is a schematic of the binding between biotin (a ligand) and streptavidin (a protein receptor), whose binding energy of 88 kJ mol$^{-1}$ (about 35 kJ per bond) is one of the highest known for a ligand—receptor interaction.
enhanced so significantly by simply increasing the mean headgroup area by a few per cent above the optimal value.

In solution, bilayers and membranes can be stressed by applying an electric field across them (see Problem 18.6), by the osmotic swelling of cells or vesicles (Servuss and Helfrich, 1987, 1989), or by introducing local stresses on the lipids via ion binding or packing mismatches with other membrane components. The enhanced hydrophobic attraction brought about by such stresses (Bailey et al., 1990) may be the primary cause leading to the fusion of bilayers and membranes (Papahadjopoulos et al., 1977; Chernomordik et al., 1986; Helm and Israelachvili, 1991).

Hydrophobic forces can also be enhanced by increasing the temperature. Such effects occur in the interactions between certain nonionic micelles and bilayers, for example, those composed of surfactants with polyoxyethylene headgroups (Claesson et al., 1986b). However, it is still not clear whether the increased adhesion between such aggregates arises solely from an increased hydrophobic attraction, or whether some of it also comes from the reduced range of the steric repulsion between the less hydrated headgroups.

Thus, as in the case of repulsive steric-hydration forces, we still do not really understand the separate contributions of the steric and hydrophobic forces between amphiphilic surfaces.

18.8 Specific Interactions

Here we shall look at non-covalent forces that give rise to very strong adhesion, or binding, between two surfaces or molecular groups. Such interactions are often referred to as being 'specific' even though, as we shall see, it is difficult to define a specific interaction unambiguously.

Electrostatic

Some electrostatic interactions are unusually strong: for example, the adhesion of phosphatidylserine bilayers in the presence of Ca$^{2+}$ ions. Also, certain divalent ions can trigger conformational or chemical changes in proteins and membranes while others do not. These, too, are normally referred to as being specific. However, since the normal (non-specific) Coulombic interaction between ionic bonds can be very strong (Section 3.3), it is not obvious that this should be called a specific interaction. Nevertheless, it is worth noting that some ions can give rise to extremely strong binding, even in water.

Bridging

In Chapter 14 we noted that polymer bridges between two surfaces can cause an effective 'bridging' attraction between them (Fig. 14.1). Bridging forces also arise in biological systems: for example, polymer bridges have been found to connect myelin membranes where their function is presumably to prevent these membranes from moving too far from each other (Rand et al., 1979).

'Lock-and-key' or ligand–receptor interactions

It has long been known that many biological interactions such as those involved in immunological recognition (ligand–receptor interactions) and
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Fig. 18.9. Example of 'lock and key' binding mechanism developed by nature to obtain strong and highly specific non-covalent bonds between biomolecules such as ligands and receptors, antibodies and antigens. Shown here is a schematic of the binding between biotin (a ligand) and streptavidin (a protein receptor), whose binding energy of 88 kJ mol$^{-1}$ (about 35 kJ per bond) is one of the highest known for a ligand–receptor interaction.
cell–cell contacts are totally specific for one, and only one, molecule. Early this century, biologists such as Paul Erlich proposed that certain biomolecules may have a perfect geometrical fit which allows them to bind together extremely strongly via a purely mechanical mechanism that is essentially a molecular ‘lock and key’. Figure 18.9 shows a schematic illustration of one such mechanism, that between biotin and avidin, whose binding energy is about 35 kJ per bond, but where no covalent bond is formed (Wilchek and Bayer, 1990). It is clear that nature has here developed an extremely efficient binding mechanism whereby non-covalent adhesive junctions having the effective strength of covalent bonds can be switched on, or ‘locked’, quickly and with minimal expenditure of energy. One presumes that these types of bonds can be ‘unlocked’ equally easily, e.g., by a change in the pH or solution conditions.

18.9 INTERDEPENDENCE OF INTERMEMBRANE AND INTRAMEMBRANE FORCES

Since the electrostatic, solvation and steric interactions between different bilayers are essentially the same as those acting between adjacent headgroups within one bilayer, we should expect to find many correlations between interbilayer forces and intrabilayer forces. Thus, we might expect larger headgroup areas \( a_h \) to be accompanied by larger repulsive forces between bilayers. This is borne out by experiments. For example, the large hydration of the lecithin headgroup results in a large surface area of \( a_h \approx 0.7 \text{ nm}^2 \) as well as a large swelling in fully hydrated lecithin multilayers. By contrast the headgroup repulsion in phosphatidylethanolamines is much less, which leads to a smaller headgroup area of \( a_h \approx 0.5 \text{ nm}^2 \) and a much reduced swelling.

Analogous correlations occur for charged lipid bilayers where in general a decrease in pH or addition of divalent cations reduces the electrostatic headgroup repulsion and hence the surface area per lipid and also leads to reduced bilayer swelling in multilayer phases and to increased adhesion of vesicles.

As a further example, the aggregation number of alkyl sulphate micelles increases as the electrolyte is changed from \( \text{LiCl} \rightarrow \text{NaCl} \rightarrow \text{KCl} \rightarrow \text{CsCl} \) (Missel et al., 1982). This implies a reduced headgroup area \( a_h \), which arises from the reduced hydration repulsion of the bound counterions as we go from \( \text{Li}^+ \) to \( \text{Cs}^+ \). This correlates with the already mentioned increasing adhesion between oil-in-water emulsion droplets, stabilized by alkyl sulphate monolayers, as monitored by the contact angles between them (Princen et al., 1980).

In the area of biological membrane interactions, many studies of membrane and vesicle fusion have found that proteins redistribute during the fusion process, and even in the absence of fusion both protein and lipid redistributions have been reported to occur at membrane–membrane contact sites. For example, the inner surface of the outer mitochondrial membrane (see Fig. 17.6) has a non-random distribution of anionic sites, with a lower
cell–cell contacts are totally specific for one, and only one, molecule. Early this century, biologists such as Paul Ehrlich proposed that certain biomolecules may have a perfect geometrical fit which allows them to bind together extremely strongly via a purely mechanical mechanism that is essentially a molecular ‘lock and key’. Figure 18.9 shows a schematic illustration of one such mechanism, that between biotin and avidin, whose binding energy is about 35 kJ per bond, but where no covalent bond is formed (Wilchek and Bayer, 1990). It is clear that nature has here developed an extremely efficient binding mechanism whereby non-covalent adhesive junctions having the effective strength of covalent bonds can be switched on, or ‘locked’, quickly and with minimal expenditure of energy. One presumes that these types of bonds can be ‘unlocked’ equally easily, e.g., by a change in the pH or solution conditions.

18.9 INTERDEPENDENCE OF INTERMEMBRANE AND INTRAMEMBRANE FORCES

Since the electrostatic, solvation and steric interactions between different bilayers are essentially the same as those acting between adjacent headgroups within one bilayer, we should expect to find many correlations between interbilayer forces and intrabilayer forces. Thus, we might expect larger headgroup areas $a_h$ to be accompanied by larger repulsive forces between bilayers. This is borne out by experiments. For example, the large hydration of the lecithin headgroup results in a large surface area of $a_h \approx 0.7 \text{ nm}^2$ as well as a large swelling in fully hydrated lecithin multilayers. By contrast the headgroup repulsion in phosphatidylethanolamines is much less, which leads to a smaller headgroup area of $a_h \approx 0.5 \text{ nm}^2$ and a much reduced swelling.

Analogous correlations occur for charged lipid bilayers where in general a decrease in pH or addition of divalent cations reduces the electrostatic headgroup repulsion and hence the surface area per lipid and also leads to reduced bilayer swelling in multilayer phases and to increased adhesion of vesicles.

As a further example, the aggregation number of alkyl sulphate micelles increases as the electrolyte is changed from LiCl → NaCl → KCl → CsCl (Missel et al., 1982). This implies a reduced headgroup area $a_h$, which arises from the reduced hydration repulsion of the bound counterions as we go from Li$^+$ to Cs$^+$. This correlates with the already mentioned increasing adhesion between oil-in-water emulsion droplets, stabilized by alkyl sulphate monolayers, as monitored by the contact angles between them (Princen et al., 1980).

In the area of biological membrane interactions, many studies of membrane and vesicle fusion have found that proteins redistribute during the fusion process, and even in the absence of fusion both protein and lipid redistributions have been reported to occur at membrane–membrane contact sites. For example, the inner surface of the outer mitochondrial membrane (see Fig. 17.6) has a non-random distribution of anionic sites, with a lower

Fig. 18.10. Freeze-fracture electron micrograph of reconstituted plant thylakoid membranes containing plant lipids and the two major thylakoid proteins known as photosystem I (mean diameter 9 nm) and the light-harvesting complex of photosystem II (LHC-II of mean diameter 7 nm). In the presence of 5 mM Mg$^{2+}$ the LHC-II aggregate into two-dimensional crystalline patches. These act as adhesion sites between membranes, as seen here and also in intact thylakoids. The adhering vesicle in the figure has a diameter of 220 nm. (Micrograph: I. J. Ryrie.)
density of sites in those regions facing the inner membrane. However, the
distribution of anionic sites on the totally exposed outer surface is random
(Hackenbrock and Miller, 1975). In plant thylakoid membranes (Fig. 17.6)
the random distribution of proteins characteristic of the isolated membranes
becomes non-random on stacking: the stacked (grana) regions contain
different proteins from those in the unstacked (stroma) regions (Staehelin
and Arntzen, 1979; Anderson and Andersson, 1982; Ryrie, 1983). Figure
18.10 illustrates this phenomenon, showing how two 'reconstituted
membranes' have adhered at the sites where specific proteins have aggregated.

18.10  ADHESION

When a liquid droplet settles on a surface, or when two soap bubbles adhere,
they distort into truncated spheres. For a drop on a surface (Fig. 15.3) the
contact angle $\theta$ is given by the Young-Dupré equation: $\gamma(1 + \cos \theta) = W$,
where $\gamma$ is the liquid surface tension, and $W$ is the adhesion energy (work
of adhesion) per unit area of the solid-liquid interface. Similar deformations
occur when two vesicles adhere (Fig. 18.11), but the equations describing
these deformations are different. This is because the energy of a pure liquid
surface is characterized by $\gamma$ whereas that of an elastic bilayer is described
by its elastic area and bending moduli, $k_s$ and $k_b$. Thus, for a liquid surface,
a change in its surface area by $\Delta A$ is accompanied by a surface free energy
change of $\gamma \Delta A$, while for an elastic membrane this becomes replaced by
$\frac{1}{2}k_s(\Delta A)^2/A_0$, where $A_0$ is the initial, unstressed, area.

Unlike the case of a liquid of constant volume adhering to a surface, there
is no unique equation that describes the equilibrium state of a vesicle
interacting with a flat surface or with another vesicle. The reason for this
has to do with the high permeability of vesicles to water, ions and other
solute molecules, which ensures that the vesicle volume will change as soon
as it becomes deformed. Two scenarios will be considered: in the first, two
initially spherical and unstressed vesicles adhere and rapidly deform until
their adhesion and elastic energies balance. If the volume of the vesicles
remains constant, i.e., if no water leaves the now compressed vesicle interiors,
then it can be shown that the equilibrium contact angle is given by

$$2k_s(1 - \cos \theta) = W \left\{ \frac{(3 - \cos \theta)}{\left[2(1 + \cos \theta)^{1/2}(2 - \cos \theta)^{1/2}\right]^{1/3}} - 1 \right\} \quad (18.7)$$

where $\theta$ is here defined as the contact angle measured outside the vesicles
(as in Fig. 18.11), and $W$ is the adhesion energy per unit area of the two

![Fig. 18.11. Adhesion of two lecithin vesicles imaged by transmission electron microscopy (TEM). $\rho = 20$ mM, $\Delta p \approx 10$ mM, $\sigma = 0.52$ mN m$^{-1}$, $W = 0.30$ mJ m$^{-2}$. (Micrograph: J. A. N. Zasadzinski.)](image)

surfaces as before. It may be further established that for two identical vesicles
of initial radius $R$,

(i) the total adhesion energy at contact equilibrium is proportional to $R^2$
rather than to $R$ as for rigid (undeformable) spheres;
(ii) the adhesion force is $2\pi RW$, just as for rigid spheres;
(iii) for typical values of $k_s \approx 100$ mJ m$^{-2}$, the contact angle $\theta$ will exceed
45° once the work of adhesion $W$ exceeds 1 mJ m$^{-2}$. When this occurs the
total surface area of each vesicle will be stretched by more than 2% of its
(initial (unstressed) value. Since most lipid bilayers and biological membranes
cannot be stretched beyond 2-4% without rupturing (Wobusahl, 1971;
Evans and Skalak, 1980), this could lead to rupture, followed by fusion of
the burst vesicles.

In the second scenario, we consider two adhering vesicles of initial radius
$R$ as above, but where water can now permeate out of the vesicles so as to
relax the lateral tension on the stretched bilayers. If there is only pure water
both inside and outside the vesicles, then the expulsion of water would
density of sites in those regions facing the inner membrane. However, the distribution of anionic sites on the totally exposed outer surface is random (Hackenbrock and Miller, 1975). In plant thylakoid membranes (Fig. 17.6) the random distribution of proteins characteristic of the isolated membranes becomes non-random on stacking: the stacked (grana) regions contain different proteins from those in the unstacked (stroma) regions (Staehelin and Armitage, 1979; Anderson and Andersson, 1982; Ryrie, 1983). Figure 18.10 illustrates this phenomenon, showing how two 'reconstituted membranes' have adhered at the sites where specific proteins have aggregated.

18.10 Adhesion

When a liquid droplet settles on a surface, or when two soap bubbles adhere, they distort into truncated spheres. For a droplet on a surface (Fig. 15.3) the contact angle $\theta$ is given by the Young–Dupré equation: $\gamma(1 + \cos \theta) = W$, where $\gamma$ is the liquid surface tension, and $W$ is the adhesion energy (work of adhesion) per unit area of the solid–liquid interface. Similar deformations occur when two vesicles adhere (Fig. 18.11), but the equations describing these deformations are different. This is because the energy of a pure liquid surface is characterized by $\gamma$ whereas that of an elastic bilayer is described by its elastic area and bending moduli, $k_a$ and $k_b$. Thus, for a liquid surface, a change in its surface area by $\Delta A$ is accompanied by a surface free energy change of $\gamma \Delta A$, while for an elastic membrane this becomes replaced by $\frac{1}{2}k_a(\Delta A)^2/A_0$, where $A_0$ is the initial, unstressed, area.

Unlike the case of a liquid of constant volume adhering to a surface, there is no unique equation that describes the equilibrium state of a vesicle interacting with a flat surface or with another vesicle. The reason for this is because of the high permeability of vesicles to water, ions and other solute molecules, which ensures that the vesicle volume will change as soon as it becomes deformed. Two scenarios will be considered: in the first, two initially spherical and unstressed vesicles adhere and rapidly deform until their adhesion and elastic energies balance. If the volume of the vesicles remains constant, i.e., if no water leaves the now compressed vesicle interiors, then it can be shown that the equilibrium contact angle is given by

$$2k_a(1 - \cos \theta) = W \left\{ \frac{(3 - \cos \theta)}{\left[ 2(1 + \cos \theta)^{1/2}(2 - \cos \theta) \right]^{1/2}} - 1 \right\} \quad (18.7)$$

where $\theta$ is here defined as the contact angle measured outside the vesicles (as in Fig. 18.11), and $W$ is the adhesion energy per unit area of the two surfaces as before. It may be further established that for two identical vesicles of initial radius $R$,

(i) the total adhesion energy at contact equilibrium is proportional to $R^2$ rather than to $R$ as for rigid (undeformable) spheres;
(ii) the adhesion force is $2\pi RW$, just as for rigid spheres;
(iii) for typical values of $k_a \approx 100 \text{ mJ} \text{ m}^{-2}$, the contact angle $\theta$ will exceed $45^\circ$ once the work of adhesion $W$ exceeds $1 \text{ mJ} \text{ m}^{-2}$. When this occurs the total surface area of each vesicle will be stretched by more than $2\%$ of its initial (unstressed) value. Since most lipid bilayers and biological membranes cannot be stretched beyond $2-4\%$ without rupturing (Wobus, 1971; Evans and Skalak, 1980), this could lead to rupture, followed by fusion of the burst bilayers.

In the second scenario, we consider two adhering vesicles of initial radius $R$ as above, but where water can now permeate out of the vesicles so as to relax the lateral tension on the stretched bilayers. If there is only pure water both inside and outside the vesicles, then the expulsion of water would
continue until the two vesicles have collapsed. But if the solution is rich in salt or some non-permeating solute the water will stop its outward diffusion once the increased osmotic pressure, \( \Delta P = \Delta \rho RT \), inside the vesicles balances the lateral tension \( \sigma \) of the bilayers, i.e., when \( \Delta P(\pi R^2) = (2\pi R)\sigma \). At equilibrium, \( \sigma \) is also related to the work of adhesion, \( W \), by the usual expression \( W = 2\sigma(1 - \cos \theta) \). Thus we may write:

\[
W = 2\sigma(1 - \cos \theta) = \Delta \rho(1 - \cos \theta)RT. \tag{18.8}
\]

The increased solute concentration inside the vesicles, \( \Delta \rho \), is directly related to the volume change of the vesicles as defined by \( \theta \) according to

\[
\Delta \rho = \rho \left\{ \frac{(3 - \cos \theta)^{3/2}}{2(1 + \cos \theta)^{1/2}(2 - \cos \theta)} - 1 \right\} \tag{18.9}
\]

where \( \rho \) is the initial concentration. Thus, from a knowledge of \( \rho \), \( R \) and \( \theta \) one may deduce \( \sigma \) and \( W \) (Bailey et al., 1990). Since water permeates fairly rapidly across lipid bilayers and biological membranes, this type of equilibrium is more likely than that described by Eq. (18.7), and is the type shown in Fig. 18.11.

While the above equations may be formally correct the situation is far more complex in practice. First, a complete treatment must also include the bending energy change during vesicle deformations. Second, we have already seen that by stretching bilayers their adhesion energy, \( W \), increases due to an increased hydrophobic attraction. Thus, in general, we cannot assume that \( W \) is independent of \( \theta \) or \( \sigma \) for bilayers. Third, any changes in the solution conditions that alter \( W \) may also alter other bilayer properties such as the elastic moduli. Thus, in general, we cannot assume that \( k_\text{h} \) is constant either. In certain cases a number of additional processes and relaxations may also be involved during vesicle adhesion. These include flip-flop, a lateral redistribution of lipids and proteins, phase separation (in multicomponent systems), lipid exchange with other bilayers, and slow diffusion of ions and other solute molecules across the vesicle walls.

### 18.11 Fusion

When the adhesive forces between two vesicles are sufficiently strong, they will undergo a complete transformation by fusing into larger or completely different structures. However, compared to all the feverish goings on in a cell, the fusion of biological membranes in vivo is not a regular event. On the other hand, there are specialized membranes and vesicles whose function it is to fuse at some well-chosen time and place, notably during synaptic nerve transmission, exocytosis (vesicle incorporation) and pinocytosis (vesicle shedding), as illustrated in Fig. 17.6. Vesicle fusion occurs very rapidly and is usually over within 0.1–1 ms. Consequently, it has not yet been possible to "trap" the intermediate stages of fusion, for example, by rapidly freezing or fixing the fusing membranes prior to imaging them with an electron microscope. More recent interest in vesicles as potential drug carriers has also stimulated research into the way vesicles adhere and fuse with each other and with planar membranes (Chernomordik et al., 1986; Sowers, 1987).

Pure lipid vesicles (e.g., phosphatidylcholines) in water are often stable for months but fuse rapidly (within minutes) into larger vesicles when the temperature is lowered much below the chain melting temperature, \( T_\text{c} \). This is because the curved bilayers of small vesicles become highly stressed below \( T_\text{c} \) as the chains now attempt to line up and pack into less curved bilayers. The stressed vesicles easily rupture during collisions, and then fuse with each other to form larger, less curved, vesicles. It is important to appreciate that this type of fusion process is driven, not by a change in the intervesicle forces (see below), but by a change in the intravesicle or internal packing forces that have induced fragility in the vesicles.

As we established in the previous section, one should also be able to induce vesicles to fuse by increasing their adhesion energy beyond a certain threshold value. To some extent this is borne out by experiments: for example, negatively charged lipid vesicles of phosphatidylinerine, phosphatidic acid and phosphatidylglycerol aggregate then fuse in the presence of 1–10 mM CaCl\(_2\). Such concentrations of CaCl\(_2\) certainly reduce the electrostatic repulsion and greatly enhance the short-range attraction between negatively charged bilayers (Fig. 18.1). But here, too, the adsorption of Ca\(^{2+}\) ions to the bilayer surfaces also changes the packing stresses of the lipids in much the same way as lowering the temperature below \( T_\text{c} \), an effect that also facilitates fusion. Calcium is usually involved in cellular fusion processes, but the fusion of biological vesicles or membranes, which contain calcium-specific proteins, is often triggered by much lower calcium concentrations, usually 1–10 \( \mu \)M Ca\(^{2+}\).

The roles of different forces in leading to adhesion and fusion are still far from clear. There are examples of strong adhesion without fusion and of fusion with no or little adhesion. The two most important forces that lead to fusion appear to be ion binding and the hydrophobic interaction. The first probably acts by destabilizing membranes, the second by pulling the hydrocarbon interiors of bilayers together (Papadopoulos et al., 1977; Chernomordik et al., 1986; Helm and Israelachvili, 1991).

The precise molecular rearrangements accompanying fusion processes are still unknown, and it is also not known whether there is one general fusion...
continue until the two vesicles have collapsed. But if the solution is rich in salt or some non-permeating solute the water will stop its outward diffusion once the increased osmotic pressure, $\Delta P = \Delta \rho R T$, inside the vesicles balances the lateral tension $\sigma$ of the bilayers, i.e., when $\Delta P = \frac{(2\pi R)\sigma}{\pi R^2}$. At equilibrium, $\sigma$ is also related to the work of adhesion, $W$, by the usual expression $W = 2\sigma(1 - \cos \theta)$. Thus we may write:

$$W = 2\sigma(1 - \cos \theta) = \Delta \rho(1 - \cos \theta)RT. \quad (18.8)$$

The increased solute concentration inside the vesicles, $\Delta \rho$, is directly related to the volume change of the vesicles as defined by $\theta$ according to

$$\Delta \rho = \rho \frac{(3 - \cos \theta)^{3/2}}{2(1 + \cos \theta)^{1/2}(2 - \cos \theta) - 1} \quad (18.9)$$

where $\rho$ is the initial concentration. Thus, from a knowledge of $\rho$, $R$ and $\theta$ one may deduce $\sigma$ and $W$ (Bailey et al., 1990). Since water permeates fairly rapidly across lipid bilayers and biological membranes, this type of equilibrium is more likely than that described by Eq. (18.7), and is the type shown in Fig. 18.11.

While the above equations may be formally correct the situation is far more complex in practice. First, a complete treatment must also include the bending energy change during vesicle deformations. Second, we have already seen that by stretching bilayers their adhesion energy, $W$, increases due to an increased hydrophobic attraction. Thus, in general, we cannot assume that $W$ is independent of $\theta$ or $\sigma$ for bilayers. Third, any changes in the solution conditions that alter $W$ may also alter other bilayer properties such as the elastic moduli. Thus, in general, we cannot assume that $k_2$ is constant either. In certain cases a number of additional processes and relaxations may also be involved during vesicle adhesion. These include flip-flop, a lateral redistribution of lipids and proteins, phase separation (in multicomponent systems), lipid exchange with other bilayers, and slow diffusion of ions and other solute molecules across the vesicle walls.

18.11 Fusion

When the adhesive forces between two vesicles are sufficiently strong, they will undergo a complete transformation by fusing into larger or completely different structures. However, compared to all the feverish goings on in a cell, the fusion of biological membranes in vivo is not a regular event. On the other hand, there are specialized membranes and vesicles whose function it is to fuse at some well-chosen time and place, notably during synaptic nerve transmission, exocytosis (vesicle incorporation) and pinocytosis (vesicle shedding), as illustrated in Fig. 17.6. Vesicle fusion occurs very rapidly and is usually over within 0.1-1 ms. Consequently, it has not yet been possible to "trap" the intermediate stages of fusion, for example, by rapidly freezing or fixing or fusing the fusion membranes prior to imaging them with an electron microscope. More recent interest in vesicles as potential drug carriers has also stimulated research into the way vesicles adhere and fuse with each other and with planar membranes (Chernomordik et al., 1986; Sowers, 1987).

Pure lipid vesicles (e.g., phosphatidylcholines) in water are often stable for months but fuse rapidly (within minutes) into larger vesicles when the temperature is lowered much below the chain melting temperature, $T_c$. This is because the curved bilayers of small vesicles become highly stressed below $T_c$ as the chains now attempt to line up and pack into less curved bilayers.

The stressed vesicles easily rupture during collisions, and then fuse with each other to form larger, less curved, vesicles. It is important to appreciate that this type of fusion process is driven, not by a change in the intervesicle forces (see below), but by a change in the intravesicular or internal packing forces that have induced fragility in the vesicles.

As we established in the previous section, one should also be able to induce vesicles to fuse by increasing their adhesion energy beyond a certain threshold value. To some extent this is borne out by experiments: for example, negatively charged lipid vesicles of phosphatidylinerine, phosphatidic acid and phosphatidylglycerol aggregate then fuse in the presence of 1-10 mM CaCl$_2$. Such concentrations of CaCl$_2$ certainly reduce the electrostatic repulsion and greatly enhance the short-range attraction between negatively charged bilayers (Fig. 18.1). But here, too, the adsorption of Ca$^{2+}$ ions to the bilayer surfaces also changes the packing stresses of the lipids in much the same way as lowering the temperature below $T_c$, an effect that also facilitates fusion. Calcium is usually involved in cellular fusion processes, but the fusion of biological vesicles or membranes, which contain calcium-specific proteins, is often triggered by much lower calcium concentrations, usually 1-10 $\mu$M Ca$^{2+}$.

The roles of different forces in leading to adhesion and fusion are still far from clear. There are examples of strong adhesion without fusion and of fusion with no or little adhesion. The two most important forces that lead to fusion appear to be ion binding and the hydrophobic interaction. The first probably acts by destabilizing membranes, the second by pulling the hydrocarbon interiors of bilayers together (Papahadjopoulos et al., 1977; Chernomordik et al., 1986; Helm and Israelachvili, 1991).

The precise molecular rearrangements accompanying fusion processes are still unknown, and it is also not known whether there is one general fusion
mechanism or whether many different pathways exist, each specific to a particular system. One of the problems with fusion has always been to explain how the short-range repulsion is overcome by membranes to enable them to fuse. Horn (1984) and Helm et al. (1989) investigated the molecular rearrangements associated with the fusion of supported bilayers. They found that the fusion mechanism was very similar for a range of different lipid and surfactant bilayers. In this mechanism the bilayers do not have to ‘overcome’ some repulsive, e.g. hydration or steric, force barrier before they fuse. Instead, once two bilayer surfaces are within about 1 nm of each other (Fig. 18.8) local deformations and molecular rearrangements occur which expose hydrophobic groups that strongly attract each other across the aqueous gap.

In this way the short-range repulsive forces are ‘bypassed’ via local ‘breakthrough’ mechanisms (Fig. 18.12). It was also found that fusion via this type of mechanism could be significantly enhanced by increasing the hydrophobic attraction between the bilayers simply by stretching them, an effect that may explain the enhanced adhesion and fusion of membranes subjected to osmotic or electric field gradients (Zimmerberg et al., 1980; Zimmermann and Scheurich, 1981; Akabas et al., 1984; Fisher and Parker, 1984; Young et al., 1984; Bailey et al., 1990) since these stresses increase the hydrophobicity of membranes (see Problem 18.6).

In conclusion, vesicle and membrane fusion may result from a number of factors. First, vesicles may fuse because of the increased adhesion force between them, brought about by some ionic or osmotic change. Second, membranes may become internally stressed or destabilized by changes in the ionic environment, temperature or packing stresses. If such changes favour larger vesicles, they may lead to rupture followed by the association of the ruptured vesicles. In such cases fusion would not be due to vesicle forces per se. It is clear that more specific binding mechanisms are involved in the fusion of biological membranes, though there are indications (Horn, 1984; Chernomordik et al., 1986) that the fusion processes of both lipid vesicles and biological membranes proceed via the same intermediate stages as shown in Fig. 18.12.

**PROBLEMS AND DISCUSSION TOPICS**

18.1 (i) List four types of repulsive forces and four types of attractive forces between amphiphilic surfaces, and describe realistic situations where each would dominate the interaction over a certain distance regime.

(ii) Will increasing the repulsion between self-assembled structures increase or decrease their mean size?
mechanism or whether many different pathways exist, each specific to a particular system. One of the problems with fusion has always been to explain how the short-range repulsion is overcome by membranes to enable them to fuse. Horn (1984) and Helm et al. (1989) investigated the molecular rearrangements associated with the fusion of supported bilayers. They found that the fusion mechanism was very similar for a range of different lipid and surfactant bilayers. In this mechanism the bilayers do not have to 'overcome' some repulsive, e.g. hydration or steric, force barrier before they fuse. Instead, once two bilayer surfaces are within about 1 nm of each other (Fig. 18.8) local deformations and molecular rearrangements occur which expose hydrophobic groups that strongly attract each other across the aqueous gap. In this way the short-range repulsive forces are 'bypassed' via local 'breakthrough' mechanisms (Fig. 18.12). It was also found that fusion via this type of mechanism could be significantly enhanced by increasing the hydrophobic attraction between the bilayers simply by stretching them, an effect that may explain the enhanced adhesion and fusion of membranes subjected to osmotic or electric field gradients (Zimmerberg et al., 1980; Zimmermann and Scheurich, 1981; Akabas et al., 1984; Fisher and Parker, 1984; Young et al., 1984; Bailey et al., 1990) since these stresses increase the hydrophobicity of membranes (see Problem 18.6).

In conclusion, vesicle and membrane fusion may result from a number of factors. First, vesicles may fuse because of the increased adhesion force between them, brought about by some ionic or osmotic change. Second, membranes may become internally stressed or destabilized by changes in the ionic environment, temperature or packing stresses. If such changes favour larger vesicles, they may lead to rupture followed by the association of the ruptured vesicles. In such cases fusion would not be due to intervesicle forces per se. It is clear that more specific binding mechanisms are involved in the fusion of biological membranes, though there are indications (Horn, 1984; Chernomordik et al., 1986) that the fusion processes of both lipid vesicles and biological membranes proceed via the same intermediate stages as shown in Fig. 18.12.

PROBLEMS AND DISCUSSION TOPICS

18.1 (i) List four types of repulsive forces and four types of attractive forces between amphiphilic surfaces, and describe realistic situations where each would dominate the interaction over a certain distance regime.

(ii) Will increasing the repulsion between self-assembled structures increase or decrease their mean size?
18.2 In Fig. 18.2, if the solution concentration were increased to 1 M NaCl show that the secondary minimum at $\varphi_0 = 50$ mV moves in from $D = 6$ nm to about $D = 2$ nm and its depth increases about tenfold.

18.3 Some lipid headgroups can be quite large, being composed of a number of segments. They can also be highly mobile. If we model such headgroups as free polymer molecules pinned at one end of the surface, then the repulsive force between two such surfaces will have the form given by Eq (14.3) or (14.5). Consider the interaction of two non-ionic bilayers of C$_{12}$E$_{4}$ across water where each E$_{4}$ headgroup occupies an area of 0.5 nm$^2$ (i.e., $s = 0.7$ nm), and consists of $n = 6$ freely jointed segments spaced $l = 0.2$ nm apart. Ignoring all other forces other than the attractive van der Waals force between the hydrocarbon chains across water, decide which equations are appropriate for this system and then calculate the equilibrium separation between two such bilayers (i) in pure water, and (ii) in 0.15M NaCl solution, at 25°C.

18.4 Consider a lipid bilayer in the fluid state in water where the hydrophilic headgroups interact with each other via a repulsive steric-hydration force whose interaction pair potential is given by $w(r) = +(C/r)e^{-\sigma}u$, where $r$ is the distance between headgroups (each of hard-core diameter $\sigma$), and where $C$ and $\lambda$ are constants. In addition, there is an attractive force between the lipids described by the normal expression for the interfacial energy of a hydrocarbon–water interface, viz. $\gamma_0$, where $\gamma$ is the interfacial energy per unit area, and $\delta$ is the mean area occupied per molecule (Section 17.2). Using an analysis similar to that used to derive the two-dimensional van der Waals equation of state, derive an expression for the 'optimal' area $a_0$ (the equilibrium headgroup area) occupied by each lipid in the bilayer in terms of $C$, $\sigma$, $\lambda$ and $\gamma$.

Next, consider two opposing bilayers at a distance $D$ apart in water whose headgroups occupy the same optimal area $a_0$. If each headgroup is also assumed to interact with all the headgroups in the opposite bilayer via the same repulsive potential function as given by the above equation, show that the repulsive 'hydration' pressure $P(D)$ between two such bilayers is a pure exponentially decaying function of their separation $D$, and obtain $P(D)$ in terms of $D$, $\gamma$, $\sigma$ and $\lambda$.

18.5 The phase diagrams of many amphiphile–water systems, which include both surfactant and amphipilic polymer systems, display a common feature, where on increasing the surfactant concentration above 20–50% there is a series of structural transitions having the following characteristic sequence: spherical micelles $\rightarrow$ aligned cylindrical micelles $\rightarrow$ oriented planar bilayers (lamellar phase) $\rightarrow$ 'inverted' cylindrical structures. The transitions between these one-phase systems are usually separated by narrow two-phase regions.
18.2 In Fig. 18.2, if the solution concentration were increased to 1 M NaCl show that the secondary minimum at \( \theta_0 = 50 \text{ mV} \) moves in from \( D = 6 \text{ nm} \) to about \( D = 2 \text{ nm} \) and its depth increases about tenfold.

18.3 Some lipid headgroups can be quite large, being composed of a number of segments. They can also be highly mobile. If we model such headgroups as free polymer molecules pinned at one end of the surface, then the repulsive force between two such surfaces will have the form given by Eq (14.3) or (14.5). Consider the interaction of two non-ionic bilayers of \( \text{C}_12 \text{E}_8 \) across water where each \( \text{E}_8 \) headgroup occupies an area of 0.5 nm² (i.e., \( s = 0.7 \text{ nm} \)), and consists of \( n = 6 \) freely jointed segments spaced \( l = 0.2 \text{ nm} \) apart. Ignoring all other forces other than the attractive van der Waals force between the hydrocarbon chains across water, decide which equations are appropriate for this system and then calculate the equilibrium separation between two such bilayers (i) in pure water, and (ii) in 0.15M NaCl solution, at 25°C.

18.4 Consider a lipid bilayer in the fluid state in water where the hydrophilic headgroups interact with each other via a repulsive steric-hydration force whose interaction pair potential is given by \( w(r) = (C/r)e^{-r/a}, \) where \( r \) is the distance between headgroups (each of hard-core diameter \( \sigma \)), and where \( C \) and \( \lambda \) are constants. In addition, there is an attractive force between the lipids described by the normal expression for the interfacial energy of a hydrocarbon–water interface, viz. \( \gamma a, \) where \( \gamma \) is the interfacial energy per unit area, and \( a \) is the mean area occupied per molecule (Section 17.2). Using an analysis similar to that used to derive the two-dimensional van der Waals equation of state, derive an expression for the ‘optimal’ area \( a_0 \) (the equilibrium headgroup area) occupied by each lipid in the bilayer in terms of \( C, \sigma, \lambda \) and \( \gamma. \)

Next, consider two opposing bilayers at a distance \( D \) apart in water whose headgroups occupy the same optimal area \( a_0. \) If each headgroup is also assumed to interact with all the headgroups in the opposite bilayer via the same repulsive potential function as given by the above equation, show that the repulsive ‘hydration’ pressure \( P(D) \) between two such bilayers is a pure exponentially decaying function of their separation \( D, \) and obtain \( P(D) \) in terms of \( D, \gamma, \sigma \) and \( \lambda. \)

18.5 The phase diagrams of many amphiphile–water systems, which include both surfactant and amphiphilic polymer systems, display a common feature, where on increasing the surfactant concentration above 20–50% there is a series of structural transitions having the following characteristic sequence: spherical micelles \( \rightarrow \) aligned cylindrical micelles \( \rightarrow \) oriented planar bilayers (lamellar phase) \( \rightarrow \) ‘inverted’ cylindrical structures. The transitions between these one-phase systems are usually separated by narrow two-phase regions.

Explain this phenomenon. If the various surfactant aggregates repel each other with a strongly repulsive steric-hydration force coming in sharply at a surface separation of 1.5 nm, and if the fully extended length of the hydrocarbon chain in each type of aggregate is also 1.5 nm, estimate the volume fractions of surfactant at which the transitions from spheres to cylinders and cylinders to lamellae will occur.

18.6 (i) Calculate the lateral tension (\( \sigma \), in units of \( \text{mN m}^{-1} \)) that must be applied to a bilayer for its mean thickness to decrease by 2%.

(ii) Calculate the electric potential difference (in volts) that must be applied across the bilayer in water for its thickness to change by 2%. Will the thickness increase or decrease?

What possible effects could these stresses have on the forces between two adjacent bilayers? (Assume an initial bilayer thickness of 3.0 nm, an elastic modulus of \( k_u = 150 \text{ mJ m}^{-2} \), and a dielectric constant of the hydrocarbon core of \( \varepsilon = 2.2. \))

18.7 Describe three realistic ways in which the adhesion of biomembranes can be enhanced by increasing the strength of an attractive force between them, and three by decreasing the strength of a repulsive force.

18.8 Are the following statements true when applied to the interaction in a liquid or vapour of any two unconstrained but similar electroneutral particles or surfaces?

(i) The total purely electrostatic contribution to the interaction is always attractive.

(ii) Apart from the hard-core repulsion at molecular contact, all the repulsive contributions have an entropic origin.
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of polymers, 297, 299-302, 411-412
Brownian collisions, 47, 154-155
Brush, polymer, 291
theory of, 295
Bubble coalescence, 281

Capacitor, 34-35
Capillarity, 5-8
Capillary
condensation, 330
effect on adhesion, 330-333
forces, 330, 333
rise, of liquids, 5-8, 229
Carbon, 173
Casimir–Polder equation, 108
Cavity
energy, 17, 318
nucleation of, 286, 334
Cellular membrane, see Biological membrane
Chain-melting temperature, 378
Chaootropic agent, 135
Charge density, of surfaces, 213-215
Charge-dipole interaction, 50-64
Charge electroneutrality, 34
Charge-fluctuation force, 83
Charge regulation, 230, 235-236, 243
Charge reversal, 237
Chemical bond, 32, 46
Chemical potential, 20
in chemical equilibrium, 20-22
in intermolecular interactions, 20-22
in self-assembly, 345
of gas, 23
Chord theorem, 143
Classification of forces, 11-12, 27-29
Clathrate, 130
Clausius–Mossotti equation, 79, 82, 102, 123
Clays
forces between, 226-228, 276
hydration effects, 226-227, 276
swelling, 172, 226-227, 279, 281
Close packing, 117
nonspherical molecules, 115-116
of colloidal particles, 92-93
random, 120
spherical molecules, 92-93, 120
Cluster, 317; see also droplet
Coagulation, 120, 168
critical concentration of, 247-248
rate, 154-155
Cohesion, work of, 313
Cohesive energy, 18, 26, 143
molar, 25-26, 86-89
of atoms and molecules, 18-20, 25-26, 86-89
Co-ions, 214
Colloidal, order in, 92-93, 227
Colloidal stability and instability, 120, 247-250, 253, 257, 280, 287, 310-311, 333
Colloidal particles
coagulation, 154-155, 247-250
DLVO forces between, 247-250
Combining relations, 139, 144, 200
Computer simulation, 44-447, 220-221
of adsorbed polymers, 292
of ions near surface, 220-221, 239-240
of liquids, 265
of solvation forces, 265-266
Constant charge interaction, 245-246
Constant potential interaction, 245-246
Contact angle, 149-151, 319, 321-324, 334-335, 412
advancing and receding, 321-324
hysteresis, 321-324
low values, 322
of adhering vesicles, 414-416
theoretical aspects, 149-151, 321, 334
Contact area, 159
Contact mechanics, 326-329
Contact value theorem, 11, 225, 265, 308
Continuum theories, 43
limitations of, 42-44
Cooperative interactions, 127, 318
Co-polymers, 296
Correlations, in position, 118
Co-surfactant, 382
Coulomb force, 11, 27-28, 32-37, 39, 43-44
interaction, 11, 32-35, 43-44, 46, 52, 58, 64, 121, 126
law, 33
Counterion, 214
Covalent bond, 31-32
Creep, 325
Critical aggregation concentration (CAC), 351-352, 364
Critical coagulation concentration (CCC), 347-348
Critical micelle concentration (CMC), 348, 351-352, 375
effects on, 355, 392-393
increment per CH₂ group, 354-355
values for, 355
Critical packing parameter, 371-372
Critical point wetting, 151

Curvature
  elastic modulus of, 382-385
  of surface, 394

de Broglie wavelength, 23
Debye unit, 49
Debye–Hückel equation, 239
Debye–Hückel theory, 239
Debye-induction interaction, 75-76, 94-95, 182
Debye–Langevin equation, 70, 79, 82, 97, 123
Debye length, 199, 238, 243
  in van der Waals force, 199
Deformation, during adhesion
  of particles, 326-329
  of vesicles, 414-416
Density distribution
  function, 19, 117-118
  in liquids, 18-19, 117-119, 261-264
  of molecules, 18-19, 261-264
  of polymer layer, 292
Depletion force, 302-303, 310-311
Derjaguin approximation, 161-164, 172, 175, 243, 270, 326
Derjaguin–Landau–Verwey–Overbeek (DLVO) theory, 246-250; see also DLVO forces
  limitations, 252-254
Desorption, [147-151]
Detergent action, 7, 336
Dielectric constant, 29, 41, 44, 79-80
  limitation, at small distances, 42-43, 79-82
  role, in interactions, 42-44, 79-81
  temperature-dependence of, 30-81
  values, 41
Dielectric sphere in medium, 77-81
Diffuse double-layer, see Double-layer
Diffuse interface, 92, 288
Dipolar interactions, 50-64, 128
Dipolar ions, 40, 48
Dipolar molecule, see Polar molecule
Dipole, 27, 48
  effect on forces, 273
  field, 74, 254-256
  forces between, 256
  induced, 67, 73, 84
  interactions, 50, 64, 128
  lattice, 254-256
  permanent, 48-49
  rotating, 80-82
  self-energy, 50
  surface, 254-256
Dipole–dipole interaction, 57, 66, 128, 256
Dipole moment, 48-49
  of bond, 49
  water, 37
Directionality
  of bonds, 127-128
  of van der Waals force, 89, 115
Discrete charge effects, 254-256
Disjoining pressure, 192-194, 229
Dispersion interaction, 83-89; see also van der Waals interaction
Distribution function, 19
  density, 117-118
  radial, 117-118
Divalent ion effects, 228
  on forces, 257, 397
  on surface charge and potential, 237
DLVO forces, 246-253, 277
  between bilayers, 256, 397-398
  in colloidal stability, 247-250
  in non-aqueous liquids, 273-274
  measurements, 250-253, 397
DLVO theory, see
  Derjaguin–Landau–Verwey–Overbeek theory
Double-layer, 214
  effect on surface energy, 258
  thickness of, 238
Double-layer interaction, 223, 241, 401
  at constant change, 244-246, 257
  at constant potential, 242-246
  between bilayers and membranes, 225-226, 257, 396-397, 401
  between planar surfaces, 221-226, 245-246, 257
  charge regulation in, 230, 244-246, 401
  computed values for, 245-246
  expressions for, 242-244, 257
  in thin films, 229
  measurement, 225-226, 250-253, 257, 274, 397, 401
  theory, 223-225, 241-242
Index

Droplet
  surface energy of, 317–318, 336
  water, 319
Dupré equation, 314

Effective area of interaction, 143, 159, 175
Elasticity, of surface, 175
Elasticity, of membranes, 308–309, 382–385

Electric dipole, see Dipole
Electric double-layer, see Double-layer

Electric field
  image, 72, 180
  near a surface, 34, 35, 47, 217–220, 239
  of charge, 33–35
  of dipole, 74
  reflected, 72
  screened, 37, 199
  strength, 33–35, 217–218

Electronic polarizability, 67–70, 74
Electric potential, 21, 34–35
  at surface, 220
Electrolyte
  asymmetrical, 239
  symmetrical, 239

Electromagnetic force, 3–5, 11
Electroneutrality, 34, 217, 222
Electrostatic energy, 37, 43–44
Electrostatic interaction, 11, 27, 223, 421; see also Double-layer interaction
  between ions in solution, 221–223
  between surfaces in water, 221–226
  range, 36–37

Electrostatic potential, see electric potential

Energy
  adhesion, see Work of adhesion
  Born, 37–38, 42–44, 63–64
  crystal lattice, 36, 46
  dissipation, in adhesion, 323, 329
  of bonds, 19, 32
  self, 18, 103–105
  surface, see surface energy
  thermal, 24–27

Engulfing, 147–148, 183
Entropic effects, 63–64
  in interactions, 129, 259, 421
Entropic interactions, 223, 265, 282, 288, 302–304, 405–408

Entropy, 20, 63
  configurational, 20
  effects, 53–64
  excluded volume, 23–24
  of association, 133
  of confinement, 20
  of dilution, 20
  of mixing, 20
  role in interactions, 63–64, 129, 259, 421

Equation
  Boltzmann distribution, 20–22
  Casimir–Polder, 108
  Clausius–Mossotti, 79, 82, 102, 123
  Coulomb law, 32–39
  Debye–Hückel, 239
  Debye–Langevin, 70, 79, 82, 97, 123
  Derjaguin approximation, 161–164
  Dupré, 314
  Gibbs–Helmholtz, 62
  Grahame, 234
  Guoy–Chapman, 239
  Kelvin, 331
  Langmuir, 229
  Laplace, 195, 331
  Lennard–Jones potential, 9, 14, 44, 46, 175
  Lifshitz, 181, 197
  Lorentz–Lorentz, 79, 102
  McLachlan, 96
  Mie potential, 8
  Nernst, 21
  Poisson, 215
  Poisson–Boltzmann, 215, 219, 222
  Schrödinger, 11
  Young, 150, 321
  Young–Dupré, 150, 321

Equation of state
  two dimensional, 29, 65–66, 91
  van der Waals, 8, 23–24, 90–91, 112, 368
  Equilibrium, 20–21, 153
  Excess polarizability, 77, 99, 181
  Exchange interaction, 29, 109
  Exchange rate
    of lipids, 346, 375–377
    of water, 55–56
  Excluded area, 91
  Excluded volume, 23–24, 90–93
INDEX

Falling bodies, 13
Fermi length, 205
Field, see also Electric field
  of charge, 33-36
  of dipole, 74
Film, see Adsorbed film
First-hydration shell, 61
Flip-flop, 376, 377
Flocculation, see Coagulation
Flock
  particle density in, 120
Flory radius, 289
Fluctuation forces, 276, 288, 304, 405-408
Fluidity, 387
  effect on forces, 404
  of hydrocarbon chains, 404
  of micelles, 383
  of vesicles, 383
Force, see also Interaction,
  Intermolecular pair potential
    definition, 5-6
    in relation to energy, 161-164
    interdependence of different types, 155, 412
    range, 5-8, 11-12, 152-154
Force measuring techniques, 165-174
  atomic force microscopy (AFM), 14-15, 173
  compression (pressure) cell, 168
  direct methods, 14-15, 168-169
  dynamic interactions, 172
  indirect methods, 165
  mica experiments, 169-173
  osmotic pressure (OP), 168, 226
  surface forces apparatus (SFA), 15, 169-172
  total internal reflection microscopy (TIRM), 172-173
Forces, measurements of, 14-15, 165-174
  adhesion, 14-15, 166-168, 172, 397
  capillary, 172
  colloidal, 167, 172-175
  DLVO, 172, 250-253, 397
  double-layer, 250-253, 397, 401
  entropic, 172, 407
  fluctuation, 407
  hydration, 172, 275-282, 401, 407
  hydrophobic, 282-286, 409
  ion-correlation, 172, 397
  osmotic, 407
  undulation, 403, 407
  van der Waals, 114, 169, 172, 197
Fusion, 416-419
  mechanism, 418
  of bilayers, 409
  of biological membranes, 416-419
  of vesicles, 415
  pathways, 418
Gas
  equations of state, 8, 23-24, 90-91, 112, 368
  PVT data, 8, 23-24
Gas-liquid transition, 23-26, 29
Gauss’ law, 35
Geometry of amphiphiles
  effect on micellar structure, 370, 381
Geometry of molecules
  effect on interaction potentials, 117-119, 270-272
  effect on melting and boiling points, 115-116
Geometry of particles
  effect on forces, 159
Gibbs-Helmholtz equation, 62
Glass surface, see Silica surface
Grahame equation, 234
Grain boundaries, 93
Gravitational force, 3-7, 13-14, 21, 145, 152, 192-194, 209
Guoy-Chapman equation, 239
Guoy-Chapman theory, 239
Hamaker constant, 176-180, 189, 192, 212, 267, 395
  based on additivity, 178, 188, 202-203
  based on Lifshitz theory, 184-188, 192, 197
  effect of medium, 188-192, 396
  expressions for, 183-185, 188, 200, 203-204, 396
  for metals, 185, 204-206
  for polymers, 196
  measurement, 186-187, 190-191, 197, 396
  negative, 90-196
  nonretarded, 181-182, 186-187, 190-191, 197
Hamaker constant, continued
  retardation of, 196-198, 208
  screening of, 199, 396
  values, 178, 186-191, 396
Hard core repulsion, 109-114
Head-groups, of amphiphiles, 342-343
  area of, 367-369, 380, 412
  forces between, 311, 369, 382, 405, 407, 420
Helium films, 192-194
Hellman-Feynman theorem, 11
Helmholtz layer, 214, 222
Hertz theory, 328
History of intermolecular forces, 3-13
Hydrated ions, 55, 65, 121
Hydrated radius, 55, 121
Hydrated sizes of ions, 42, 55, 121
Hydration, of ions, 42-44, 54-57, 61, 121, 281
  computer simulations, 121, 281
  number, 55
  shell, 55-57
Hydration force, 56, 57, 121, 226-227, 230, 256, 261, 276-281, 403
  additivity of, 281
  attractive, 282
  between bilayers and membranes, 225-226, 276, 399-402
  between colloidal particles, 275-282
  in clays, 276, 279
  intrinsic, 401
  limitation of, 402, 405
  measurements, 276-279, 401
  origin of, 281-282, 285-286
  regulation of, 279-281, 400-401
  repulsive, 275-279
  theoretical aspects, 281-282, 285-286, 402
Hydrocarbons
  cohesive energy, 58-89
  melting and boiling points, 115-116
  solubility, 22-23, 129-133
Hydrocarbon-water interface, 22-23, 131-133, 316
Hydrogen bond, 59-60, 116, 122-125, 128, 132, 135, 142
  directionality, 124-128
  examples, 124, 128
  in water, 59-60, 286
  models of, 126
  origin, 59-60
  properties, 125-128
  strength, 125, 128
  structure, 286
Hydrogen-bonding liquids, 59-60, 125-127
Hydronium ion, 56
Hydrophilic, 54, 133
  group, 133-136
  interaction, 133, 135
  surface, 133-134, 276
Hydrophobicity, 22-23, 122, 128-133, 283
Hydrophobic bond, 132
  effect, 96, 103, 128-131, 283
  energy, 131, 354
  group, 129, 133-136, 282-283
  interaction, 96, 103, 132-133, 136, 282-286, 367, 408-409
  solvation, 129
  surface, 133-134, 282, 320, 409
Hydrophobic force, 131-133, 196, 282-286, 398
  between bilayers, 408-409
  entropic contribution to, 133
  examples of, 284
  measurements, 282-286, 409
  origins, 284
Hygroscopic group, see hydrophilic group
Hysteresis
  in adhesion, 322, 323, 329
  in contact angle, 322
  in DLVO forces, 303
  in polymer forces, 297
Ice
  dielectric constant, 82, 123
  hydrogen-bonds in, 124
  lattice, 124
  properties, 82, 122-123
  proton mobility in, 123
Ideal gas, 8
Ideal mixing, 20-22
Image
  charge, 180-181
  electrostatic, 180
INDEX

field, 72, 180
force, 180, 181, 256
Immiscibility, 22–23, 96, 102–103,
129, 131, 196
of polymers, 142
Incommensurate surfaces, 205–206
Induced dipole, 67–70, 84
moment, 75, 84
Induction force, 75–76, 94, 107
Instabilities, 14–15, 46, 175, 210
Interaction, see also Force,
Intermolecular pair potential
area of, 143
classification, 11–12, 27–29
definition, 12
effect of particle geometry, 155–163
of polar molecules, 57–58, 93–95
range of, 5–8, 11–12
relative strengths of, 76, 94, 95
Interdependence of forces, 155, 412
Interface, 92
liquid–liquid, 22–23, 313, 321, 324
liquid–vapour, 313
solid–liquid, 92, 313, 321, 324
solid–solid, 93
Interfacial energy (tension), 22–23, 65,
131, 144, 145, 267, 313, 315, 350, 367
effect of micelles, 365
values for, 315
Interfacial tension, 131, 314
Intermolecular pair potential, 5–11,
16–19, 28, 112–115, 121, 118–119,
139, 154, 266
angle-averaged, 60, 66, 74
exponential, 112
in liquid, 16–19, 118–119, 121, 154,
266, 276, 284, 405–407; see also
Solvation interaction
Lennard–Jones, 9, 14, 113–114
Mie, 8
power law, 112
summation of, 6, 203
Interparticle potentials, 154, 161–164,
177, 405
attractive hydrophobic, 284
cylinders, 163–165, 174, 177, 337
effect of particle geometry, 155, 161,
165, 177
fluctuation, 405–407
oscillatory, 266
repulsive hydration, 276
sphere–sphere, 157–159, 161–164,
177, 242–244, 257
sphere–surface, 157–158, 161–164,
177, 242–244, 257
Inverted micellar structures, 379, 392, 420
Ion
adsorption, 235, 400–401
binding, 33, 213–215, 243, 280,
400–401, 410
concentration at surface, 218–220, 233
distribution, near a surface, 218–221,
231–233, 239–240
exchange, 214, 400–401
forces between, 33, 36, 121
hydration, 42–44, 56, 280, 400–401
in thin films, 220
size, 40–41, 47, 110
solubility, 38–42, 47, 65
solvation, 37, 42–44
Ion hydration, 37, 42–44, 54–57, 61,
281, 400–401
computer simulations, 220, 239, 281
number, 55
shell, 55
Ion–correlation force, 228, 397
Ion–dipole interaction, 50, 57
Ion–solvent interaction, 42–44, 54–57,
73–74
Ion–water interaction, 37, 42–44,
54–57, 73–74
Ionic bond, 33–36, 44, 46, 410
Ionic forces, 33–36, 410
Ionic crystal lattice, 35–36, 46, 142
Ionization potential, 84
Irreversibility, 324; see hysteresis
Isoelectric point, 237, 280

Johnson–Kendall–Roberts (JKR)
typey, 326
Keeson equation (in 2-D), 65
Keeson interaction, 62, 63, 75–76,
94–95, 182, 256
Keeson orientation force, see Keesom
interaction
Kelvin equation, 331
Kelvin radius, 331
Kinetic energy, 24-27
Kinetic stability, 155

Langbein approximation, 159
Langmuir equation, 229
Laplace pressure, equation, 195, 331
Latent heat, 25-27, 86-87, 115
of alkanes, 89
of van der Waals solids, 86-87
Lattice
dipolar, 254-256
energy, 36
ionic, 35-36
mismatch, 205-206
of charges, 35-36, 254-256
solid, 117
sum, 35-36, 254-256
Lecithin, see Phosphatidylcholine
Lennard–Jones potential, 9, 14, 44, 46, 113, 175
Lifshitz equation, 181, 197
Lifshitz theory, 179-192; see also
Hamaker constant
limitations of, 209, 267
Ligand-receptor interaction, 411-412
Lipid, 342-343, 387; see also
Amphiphilic molecules
biological, 387
compatibility of, 387
density, 413
packing of, 387
Lipid chains, 382
fluidity of, 383, 387
Lipid packing
biological regulation of, 392
Lipid pores, 394
Lipid–protein interaction, 388-391
phase separation, 413
Liposome, 363, 344
Liquid
associated, 26, 59, 125, 127, 268
boiling point, 115-116
computer simulations, 117
density, near surface, 261-264
freezing, 117
melting, 115-118
miscibility, 22, 23
order in, 117-118, 121
structure at surfaces, 47, 272, 275
structure, 117, 119, 272
Liquid crystals, 121, 287
Liquid helium films, 192-194
Lock and key binding, 411-412
London dispersion interaction, 90, 182
Long-range interaction (force), 5-8, 11-12, 30, 37, 62, 152, 155, 409
Long-range order, 30, 117-118
Lorenz–Lorentz equation, 79, 102
Lysoleptins, 342
Lyotropic series, 280

Madelung constant, 36
Magnetic force, 5
Many-body effects, 16-15, 207
Mass action, law of, 235
McLachlan equation, 96
Measurements
of intersurface forces, 165-174
Medium effect, see Solvent effect
Melting, 30, 115-116
at a surface, 319
of alkanes, 378
of lipid chains, 378
Membrane, see Bilayer, Biological membrane
adhesion, 414
fusion, 416-419
pores in, 394
structure, 392
Meniscus forces, 331-333
Mesophase, 362
Metal oxide surface, 173
Metal surface, 204, 206, 264
Metallic bonds, 31, 32-205
Micelle, 344, 346, 354, 371-372
aggregation number, 372-373
cylindrical, 374
dimensions, 372-373
disc-like, 349
effect of temperature, 380
eed-effects, 374
inverted, 379, 392, 420
ionic effects, 412
molecular packing in, 372
polydispersity, 361, 373-374
pseudo-phase approximation, 365
rod-like, 349, 358–359, 374
size distribution, 358–362, 374
size regulation, 412
spherical, 349, 373
structure, 372
theoretical aspects, 371
Microemulsion, 380, 382, 412
Mie potential, 8, 266
Miscibility, 102–103, 142, 196
Molecular aggregates, 361; see also
Aggregates
Molecular packing, 93, 115
in thin films, 121
Molecular polarizability, 77
Molecular shape, 105, 115, 370, 381
Molecular size, 23, 110
Molecular theories, 43–46
Molecular dynamics simulation, 45, 92
Monolayer, 91–92, 93, 55–66
Monte Carlo simulation, 45, 220–221, 292
Multi-bilayers; see multilayer
Multilayer, 362–363
Negative adsorption, 147–148
Nernst equation, 21
Non-additive potentials, 84, 107
Non-aqueous colloids, 211
Non-aqueous liquids
forces in, 402
Non-DLVO forces, 228, 253, 260
Non-equilibrium interactions, 297–299, 299–304, 322, 325, 329
Nonwetting, 149–151, 196–198
Olber’s paradox, 14
Optimal headgroup area, 367–369
Order
in liquids, 17, 92, 117–119, 121
long range, 117–119, 121, 227
Ordering of molecules, 92
at surfaces, 17, 261–263, 272–275
in thin films, 261–263, 275, 287
Orientation-dependent interaction,
60–61, 64, 105
dispersion force, 62, 105
polar molecules, 60–62
Orientation force, 76, 94, 107
Oscillatory force, 118–119, 121, 265–266, 272, 278, 279, 284
effect of dipole moment, 273
effect of liquid, 261–263, 275, 287
effect of surfaces, 273, 287
potential of mean force, 118–119, 121
properties of, 269–275
Osmotic forces, 288, 304
Osmotic pressure of ions, 242
Osmotic pressure limit, 230, 244, 306
Outer Helmholtz plane, 222, 253
Overlap force, 288, 294, 299, 405–407;
see also Steric interactions
Oxonium ion, 56

Packing
constraints, for amphiphiles, 370, 381
mismatch effects, 116
parameter, 381
Pair correlation function, 115
Pair potential, see Intermolecular pair potential
Partial wetting, 149–151
Particle radius (size)
effect on adhesion, 143
Particle–surface interactions, 14, 147
Partitioning
of ions, 38, 103
of molecules, 103–104
Pauli exclusion principle, 29
Periodic structure, 362, 392
Phase diagrams
in relation to forces, 120
of hydrophobic substances, 136
Phase separation, 353
lipid-protein, 413
of polymers, 196
Phase transitions, 65, 66, 93, 353
gas–liquid, 91–93, 55–66
in monolayers, 55–66
liquid–solid, 92
order–disorder, 91–92
Phosphatidylcholine, 342–343
Phospholipid, 342–343, 387; see also
Amphiphilic molecules
structure, 344
Physical bond, 32, 46
Point of zero charge, 237
Poisson–Boltzmann equation, 215–216, 219, 222
limitations of, 227–229
Poisson equation, 215
Polar molecule, 48–49
interactions of, 50–64, 93–95
polarizability of, 70
self-energy, 50
solubility, 40, 65
Polarizability, atomic and molecular, 67–71, 79–81, 96–98
electronic, 57–69
excess, 76–78, 99
in medium, 76–78, 96, 99
molecular, 69–70, 76–81
negative, 77–78
of bonds, 69
orientational, 70
oscillator model, 97
values for, 69
Polarization force, 27, 75–76
Polydispersity
effect on forces, 272
in micelle distribution, 358–362
Polymer, 290; see also Steric interactions
abbreviations for, 290
adsorption, 291–293
bridging, 291
brush, 291–292
coverage, 292–293
grafted, 291–292
immiscibility, 196
interactions, see Steric interactions
loop, 291
melt, 290, 298
mushroom, 291–292
random coil, 289–291
surface layer, 172
tail, 291
train, 291
Polymer-covered surfaces, 292
Potential distribution theorem, 60
Potential function, 6–10, 16–19, 109, 113, 153; see also Intermolecular pair potential
between ions, 121
exponential, 109
hard sphere, 109
in liquids, 16–19, 115
law, Interaction potential
Lennard–Jones, 9, 175
power-law, 109
repulsive, 175
Potential of mean force, see
Intermolecular pair potential
Potential of Stern–Helmholz layer, 223
Pressure
between charged surfaces in solution, 221–223
between ions in solution, 221–223
disjoining, 192, 229
Laplace, 195–331
osmotic limit, 230, 244, 306
Pressure distribution
in adhesive contact, 328
Primary minimum, 247–248
Protein, 172, 389
aggregation, 388, 413
in biological membranes, 389–392, 413
interactions, 389, 413
structure, 391
Proton hopping in ice, water, etc. 123, 286
Protrusion of molecules
decay length, 264, 305–307
energy, 263
force, 304–307, 405–407
‘Pull-off’ force, see adhesion force
Quantum mechanical interaction, 11
Quantum theory, 11
Quartz surface, see Silica surface
Radial distribution function, 19, 117–119
Radius
anion, 40–41, 55, 110
atom, 109–112
bare ion, 40–42, 47, 55, 110
calculations of, 23, 112
cation, 40–41, 55, 110
covalent bond, 110
Flory, 289
hard sphere, 109–112
hydrated, of ions, 42, 55, 109–112
Kelvin, 331
micelle, 379
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</tr>
<tr>
<td>Repulsive force</td>
<td>145, 175, 192-194, 241, 256</td>
</tr>
<tr>
<td>between polymers</td>
<td>196</td>
</tr>
<tr>
<td>Born</td>
<td>160</td>
</tr>
<tr>
<td>electrostatic</td>
<td>256-257</td>
</tr>
<tr>
<td>entropic</td>
<td>407</td>
</tr>
<tr>
<td>hard core</td>
<td>175</td>
</tr>
<tr>
<td>head-group</td>
<td>256, 311, 399, 405-408, 414-416</td>
</tr>
<tr>
<td>hydration</td>
<td>229, 256-257</td>
</tr>
<tr>
<td>solvation</td>
<td>145</td>
</tr>
<tr>
<td>steric</td>
<td>160, 175</td>
</tr>
<tr>
<td>van der Waals</td>
<td>188-196, 256</td>
</tr>
<tr>
<td>Repulsive potential</td>
<td>112</td>
</tr>
<tr>
<td>Reservoir</td>
<td></td>
</tr>
<tr>
<td>salt, electrolyte solution</td>
<td>231</td>
</tr>
<tr>
<td>Residence time</td>
<td></td>
</tr>
<tr>
<td>of amphiphiles</td>
<td>375</td>
</tr>
<tr>
<td>of bound ions</td>
<td>55-56</td>
</tr>
<tr>
<td>of water</td>
<td>55-56</td>
</tr>
<tr>
<td>Retarded van der Waals forces</td>
<td>106-108, 194, 196</td>
</tr>
<tr>
<td>Rotating dipolar molecules</td>
<td>60-64, 81</td>
</tr>
<tr>
<td>Rotational correlation time</td>
<td></td>
</tr>
<tr>
<td>water</td>
<td>56</td>
</tr>
<tr>
<td>Roughness of surfaces</td>
<td>260, 263, 273, 288</td>
</tr>
<tr>
<td>dynamic</td>
<td>273, 288</td>
</tr>
<tr>
<td>effect on adhesion</td>
<td>329, 333</td>
</tr>
<tr>
<td>effect on interaction potential</td>
<td>273</td>
</tr>
<tr>
<td>static</td>
<td>273, 288</td>
</tr>
<tr>
<td>Sapphire</td>
<td>172</td>
</tr>
<tr>
<td>forces between</td>
<td>252</td>
</tr>
<tr>
<td>Scaling</td>
<td></td>
</tr>
<tr>
<td>force with radius</td>
<td>143</td>
</tr>
<tr>
<td>Schrödinger equation</td>
<td>11</td>
</tr>
<tr>
<td>Schultz-Hardy rule</td>
<td>249-250</td>
</tr>
<tr>
<td>Screened electric field</td>
<td>37</td>
</tr>
<tr>
<td>Screening of electrostatic forces</td>
<td>37-199</td>
</tr>
<tr>
<td>Secondary minimum</td>
<td>247-248, 398</td>
</tr>
<tr>
<td>Self-assembly</td>
<td>345-350</td>
</tr>
<tr>
<td>see also Amphiphilic structures</td>
<td></td>
</tr>
<tr>
<td>theoretical aspects</td>
<td>348</td>
</tr>
<tr>
<td>thermodynamics of 345, 365</td>
<td></td>
</tr>
<tr>
<td>Self-association</td>
<td></td>
</tr>
<tr>
<td>see Self-assembly</td>
<td></td>
</tr>
<tr>
<td>Self-energy</td>
<td>18</td>
</tr>
<tr>
<td>and solubility</td>
<td>103-104</td>
</tr>
<tr>
<td>atom, 18, 103-105</td>
<td></td>
</tr>
<tr>
<td>dipole, 50</td>
<td></td>
</tr>
<tr>
<td>ion, 37, 42, 63, 73</td>
<td></td>
</tr>
<tr>
<td>Shape, molecular</td>
<td>115-116, 270-272</td>
</tr>
<tr>
<td>Short-range forces</td>
<td>5-8, 11-12, 152-155, 228</td>
</tr>
<tr>
<td>between amphiphilic molecules</td>
<td>361</td>
</tr>
<tr>
<td>Short-range order</td>
<td>117-118</td>
</tr>
<tr>
<td>Silica, colloidal properties of</td>
<td>275</td>
</tr>
<tr>
<td>Silica surface</td>
<td>172, 320</td>
</tr>
<tr>
<td>forces between</td>
<td>252, 279</td>
</tr>
<tr>
<td>hydrophilicity of</td>
<td>281, 320</td>
</tr>
<tr>
<td>water films on</td>
<td>320</td>
</tr>
<tr>
<td>wetting films on</td>
<td>229, 281, 320</td>
</tr>
<tr>
<td>Sizes of atoms and molecules</td>
<td>22-23, 109-112</td>
</tr>
<tr>
<td>Size distribution</td>
<td></td>
</tr>
<tr>
<td>of aggregates</td>
<td>354-362, 382</td>
</tr>
<tr>
<td>of micelles</td>
<td>360</td>
</tr>
<tr>
<td>of vesicles</td>
<td>384-385</td>
</tr>
<tr>
<td>Soap film</td>
<td>276</td>
</tr>
<tr>
<td>forces within</td>
<td>252</td>
</tr>
<tr>
<td>Solid-liquid transition</td>
<td>92</td>
</tr>
<tr>
<td>Solubility</td>
<td>22-23, 40, 64, 96, 102-105, 136, 142</td>
</tr>
<tr>
<td>in small volumes</td>
<td>209</td>
</tr>
</tbody>
</table>
Solubility, continued
of hydrocarbons, 22-23, 65, 129-132, 136
of ions, 38-42, 47, 54-57, 65
of water, 131, 136
parameter, 102-105
units of, 136
Solute–solvent miscibility, 102
Solvation force, 17, 56-57, 228, 261, 265-275; see also Hydration force
additivity of, 281
between ions, 121
computer simulation of, 121, 265-266
effect of surface structure, 260-261, 273
effect on surface energy, 267, 270
measurement, 269-273, 278-279
of mixtures, 271
origin, 17, 265
oscillatory, 121, 261, 265-266, 278-279
properties of, 269-275
theories, 265-266
Solvation zone, 57
Solvent
effects on interactions, 16-19, 142-146
effects on steric forces, 300
ideal, 291
ideal, for polymers, 289
theta, 291
Solvent effect, 16-17, 29, 144
Solvent structure, 17, 54-57
Solvency
‘good’ and ‘bad’, 291
solubilities in, 22, 40, 47, 136
Specific interaction, 128, 410
‘lock and key’, 411-412
biological, 411
bridging, 411
ionic, 410
ligand-receptor, 411-412
Spheres, interactions of, 157, 161, 177
Stability of colloidal dispersion, 120, 247, 253, 257, 280, 287, 310, 333
Stern layer, 214, 222
effect on DLVO forces, 221-223, 252-253
potential, 222-223
Steric interactions (polymers), 29, 115, 276, 288, 293, 408; see also
Fluctuation force
attractive, 299
between bilayers, 311, 395, 402, 405
between brushes, 295-296, 302, 311
between chemisorbed layers, 297, 302
between grafted layers, 297, 299-302
between physisorbed layers, 297, 299-302
effect of coverage, 294, 299-302
effect of molecular weight, 296, 299-302
effect of solvent, 298-302
effect of temperature, 299-302
hysteresis effects in, 297, 299
in polymer melts, 298
in poor solvents, 299, 302
intersegment forces, 299
non-equilibrium aspects of, 303-304
range of, 298, 302
repulsive, 109
scaling, 299, 302
time effects in, 297, 303-304
Steric interactions (hard core), 160, 175
of atoms and molecules, 112-116, 160
of head-groups, 311
of surfaces, 175
Steric stabilization, 294, 310-311
Strength of bonds, 32
of different forces, compared, 76, 127-128
Stress distribution
in adhesive contact, 328
Structural force, 17, 56-57; see Solvation force
Structure
of liquids, 17, 117-119, 203, 270-272
of surfaces, 203, 323
Structured surfaces, 203, 287, 323
Surface
amphoteric, 236-238, 280
charge density, 217, 219, 239
charge regulation, 236, 235-236
charge, 213-215, 233-238, 255-258
charges, discrete, 254-256
dipoles, discrete, 254-256
hydrophilic, 133, 276
hydrophobic, 133, 282, 320
melting at, 319
potential, 233-236, 239-240
roughness, 260, 263, 288, 333
structured, 203, 255, 287, 323
Surface energy, 65, 144-145, 163, 179, 201-204, 258, 267, 312, 317
in adhesion, 163, 178-179, 270, 313
of clusters, 317-318, 336
of curved surface, 270, 317, 333, 336
of metals, 204, 264, 313, 318
of small droplets, 317-318, 336
of transfer, 317
theoretical aspects, 163, 179, 201-204, 258, 267, 313, 317-319
Surface forces apparatus (SFA), 169
Surface lattice, of charges, dipoles
forces between, 254-256
Surface roughness
dynamic, 273, 288
effect on forces, 273
static, 273, 288
Surface structure, 203
effect on forces, 205, 273
Surface tension, 8, 131, 201-204, 258, 312-313; see also Surface energy
values for, 315
Surfaces used in force measurements
14, 173
Surfactant, see Amphiphilic molecules
Susceptibility, 74
Swelling, 253
bilayer, 226-227
clay, 226-227

Temperature.
chain melting, 378
effect on forces, 61, 64, 285, 404
theta, 291
Thermal energy, 24-27
Thermal fluctuation forces; see Fluctuation forces
Thermodynamic equilibrium, 16, 150, 163, 212, 231, 244
Theta solvent, 291
Theta temperature, 291
Three-body forces, 107
Tip-surface interaction, 14
Transition temperature of chains, 378
Trivalent ions
adsorption of, 237
Trouton's rule, 26, 30, 115
Twist angle
between two surfaces, 205

Two dimensions, interactions in, 55-66
equations of state, 29, 91
phase transitions, 29, 66

Undulation force, 307-309, 403-407
Unification of forces, 75-76

van der Waals
bond energy, 88, 104
dispersion force, 83-89
equation of state, 8, 23-24, 66, 90-91, 112
gas, 8, 23
liquid, 85-86
radius, 109-112
self-energy, 5C, 103-105
solid, 85-86
van der Waals force, 8, 29, 76, 94, 225, 228, 246
across thin films, 192-194, 202
additivity of, 89, 106, 177-179, 202
at small separations, 267-268
between atoms, and molecules, 93-96, 128, 196
between bilayers and membranes, 199, 212, 225, 395-396
between hydrocarbons, 88-89, 201-204, 395-396
between macroscopic bodies, 169, 177
between metals, 185, 201-204
calculation, 86-87, 95, 180-182
calculation, to surface energy, 178-179, 201-204
dispersion contribution, 83, 89, 93-96, 128
effect of adsorbed films, 206
effect of medium, 99, 102, 180-182, 188-192
in adhesion, 178-179, 201-204
in relation to other interactions, 128
in salt solutions, 199, 395-396
Lifshitz theory of, 179-192
measurement, 169, 186, 191, 197-199, 207-209, 396
of alkanes, 88-89
of chain molecules, 88-89
origin, 84
potential, 62
repulsive, 192-198
van der Waals force, continued
retardation of, 106, 108, 194, 196, 198, 208, 396
screening of, 199, 396
simple expression for, 85, 94, 101, 177, 395, 396
strength of, 85, 87, 94, 128, 178-179
theories of, 85, 96, 179
Vapour pressure, 26, 27, 194, 195, 229, 331
Vesicle, 344, 361, 378, 379, 382-385
adhesion of, 172, 414-416
critical aggregation concentration, 364
deformation, 416
dimensions, 379, 344
forces between, 172, 417
fusion, 415-417
interactions, 414-416
size distribution, 384-385
size, 379-385
theoretical aspects, 378-379, 382-385
Viscosity, effect on forces, 47

Water, see also Hydration forces
adsorbed films, 256-257
as solvent, 52-53, 65
at surfaces, 217, 218
bound lifetime, 55-56
dielectric constant, 82, 123
effect on adhesion, 271
hydrogen bonds in, 59, 60, 286
Lennard-Jones potential for, 126
models for, 125-126
orientation effects, 64
proton mobility in, 123, 286
rotational correlation time, 56
small clusters of, 319
solubility, 22, 23, 65, 103
special interactions of, 59, 60, 64, 122, 125, 281, 286
special properties of, 59, 79, 82, 94, 96, 103, 116, 122, 125, 135, 136, 275
'ST2' model, 126
structure, 129, 131, 135, 217
Weak overlap approximation, 242
Wetting, see also Adsorbed liquid film
critical point, 151
films, 149-151, 192, 194, 198, 210, 229, 257, 281, 319, 322
Young equation, 150, 321
Young-Dupré equation, 150, 321
Zwitterion, 48, 52, 342-344
interactions of, 256, 277, 402, 404